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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

So”ren Bech—For contributions to archi-
tectural and physiological acoustics.

Donald E. Bray—For contributions to
ultrasonic nondestructive evaluation.

Gordon R. Hamilton—For contribu-
tions to underwater acoustics.

Richard H. Love—For contributions in
fisheries acoustics.
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Logan Hargrove receives Superior Civilian
Service Award

Logan E. Hargrove was awarded the Navy Superior Civilian Service
award on 26 July at the Office of Naval Research. The award citation is:
‘‘For his superior performance and contributions while serving as Program
Officer at the Office of Naval Research from October 1997 to May 2000. Dr.
Hargrove’s guidance of the S&T Program in Physical Acoustics resulted in
the substantial enhancement, focus, and expansion of the National Center
for Physical Acoustics~NCPA! at the University of Mississippi. Due to such
remarkable improvements, NCPA is well on the way to becoming a nation-
ally known center of activity in acoustics and a potentially strong contribu-
tor to the S&T communities supporting Naval and DOD interests. Dr. Har-
grove’s leadership, professionalism and total dedication to duty, reflect great
credit upon himself and the Office of Naval Research and are in keeping
with the highest traditions of the Naval Service.’’

Logan Hargrove is a Fellow of the Acoustical Society of America and
was awarded the Biennial Award~now the R. Bruce Lindsay Award! in
1970.

Stetson Scholarship awarded to Elizabeth K.
Johnson

The 2000 Raymond H. Stetson Schol-
arship in Phonetics and Speech Pro-
duction was awarded to Elizabeth K.
Johnson of the Johns Hopkins Univer-
sity.

Ms. Johnson received a B.A. degree
at the University of Rochester in 1998
and is working toward a Ph.D. in Psy-
chology at Johns Hopkins. Her current
research interests are in the area of bio-
developmental factors in speech and
phonetics.

The Stetson Scholarship is awarded
annually by the Acoustical Society of
America to a member of the Acousti-
cal Society for graduate study in scien-

tific areas related to the field of phonetics and speech production. The award
consists of a cash stipend~$3000 in 2000! for one academic year. The
scholarship is funded by the Raymond H. Stetson Fund of the Acoustical
Society Foundation.

The next scholarship will be awarded in July 2001. Applications are
available from the Acoustical Society of America, Suite 1NO1, 2 Hunting-
ton Quadrangle, Melville, NY 11747-4502, Tel.: 516-576-2360; Fax: 516-
576-2377; E-mail: asa@aip.org. The deadline for submitting applications is
15 March 2001.

The 139th meeting of the Acoustical Society
of America held in Atlanta, Georgia

The 139th meeting of the Acoustical Society of America was held 30
May–3 June 2000 at the Westin Peachtree Plaza Hotel in Atlanta, Georgia.
This was the second time the Society has met in Atlanta, the first meeting
being held in 1980.

The meeting drew a total of 984 registrants. There were 116 nonmem-
bers and 262 students in attendance. Attesting to the international ties of our
organization, 101 of the registrants~about 10%! were from outside North
America; the United States, Canada, and Mexico accounted for 844, 24, and
4, respectively. There were 20 registrants from the United Kingdom, 13
from Japan, 11 from Korea, 9 from France, 5 from Taiwan, 4 each from
Australia, Germany, People’s Republic of China, and Sweden, 3 each from
Israel, Italy, and The Netherlands, 2 each from Brazil, Hong Kong, New
Zealand, and Singapore, and 1 each from Chile, Denmark, Egypt, Finland,
Luxembourg, Poland, Russia, South Africa, Turkey and Venezuela. We
have truly become an international Society.

A total of 658 papers were organized into 72 sessions, which covered
the areas of interest of all 12 Technical Committees and 1 Technical Group.
The meeting also included 8 different sessions dealing with standards.

The local meeting committee arranged technical tours of the Fox The-
atre, the Acoustical Laboratories of the Woodruff School of Mechanical
Engineering at Georgia Tech, and the Aeroacoustics Laboratories of the
Georgia Tech Research Institute.

The ASA sponsored a Workshop on ‘‘Finding a Job in Acoustics’’
which was attended by 20 participants including students, recent graduates,
and professors who wished to gain useful information for their students. The
workshop included a presentation by a speaker followed by a panel discus-
sion.

The newly-established ASA Student Council met for the first time at
the Atlanta meeting. Students representing each of the Technical
Committees/Group met with President Pat Kuhl and Executive Council
member Jan Weisenberger to discuss topics of interest to students and ways
in which student participation in the Society can be increased. Suggestions
made at the Student Council meeting included a student section on the ASA
Home Page that provided information of special interest to students, a stu-
dent page in Echoes, an ASA Mentoring Award, an All-Student Social, and
a permanent Student Council. Many of these will be implemented before the
Newport Beach ASA meeting~4–8 Dec. 2000!.

The first ASA Book Fair was held at the meeting. Five publishers and
about 10 individual authors participated in the fair which included displays
of over 100 titles.

Other special events included four receptions for students in various
areas of acoustics which allowed students to meet informally with others
working in the technical areas sponsoring the receptions. The Fellows Lun-
cheon was held and included a presentation by Dr. Steven L. Garrett of the

FIG. 1. Robin O. Cleveland, recipient of the R. Bruce Lindsay Award with
ASA President Patricia Kuhl.

FIG. 2. Lawrence A. Crum, recipient of the Helmholtz-Rayleigh Interdisci-
plinary Silver Medal with ASA President Patricia Kuhl.
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Pennsylvania State University titled ‘‘Thermoacoustics.’’ During the meet-
ing, the President and other ASA leaders met with the leaders of INCE-USA
to discuss the long-term future of the relationship between the ASA and
INCE. The discussion centered on ways in which the two organizations
might collaborate to achieve mutual goals in the future, and was deemed a
success.

The plenary session included a Business Meeting, the presentation of
awards, announcement of newly elected Fellows of the Society, recognition
of the meeting organizers and presentation of the President’s tuning fork.

The Business Meeting included a vote on an amendment to the ASA
Bylaws to add the immediate Past Vice President as a voting member of the
Executive Council and a nonvoting member of the Technical Council. The
amendment was passed by the membership.

The President presented three Society awards~see Figs. 1 through 3!
and announced the election of 16 new Fellows. The R. Bruce Lindsay
Award was presented to Robin O. Cleveland of Boston University ‘‘for
contributions to nonlinear acoustics, particularly to shock wave lithotripsy.’’
The Helmholtz–Rayleigh Interdisciplinary Silver Medal was presented to
Lawrence A. Crum of the University of Washington ‘‘for advancing the
understanding of the physical, chemical, and biological effects of acoustic
cavitation and of high-intensity ultrasound.’’ The Gold Medal was presented
to Murray Strasberg of the Carderock Division of the Naval Surface Warfare
Center~formerly the David Taylor Model Basin! ‘‘for contributions to hy-
droacoustics, acoustic cavitation and turbulence noise, and for dedicated
service to the Society.’’

Election of the following persons to Fellow grade was announced:
Mohsen Badiey, Lynne E. Bernstein, Judith C. Brown, Brian G. Ferguson,
Charles R. Greene, James M. Hillenbrand, Avraham Hirschberg, Mendel
Kleiner, Robin S. Langley, Stephen E. McAdams, W. Kendall Melville,
Shigeo Ohtsuki, F. Michael Pestorius, Paul O. Thompson, Peter Tyack and
Paul Vidmar~see Fig. 4!.

The President expressed the Society’s thanks to the Local Committee
for the excellent execution of the meeting, which clearly required meticu-
lous planning. She introduced the Chair of the Meeting, Yves H. Berthelot,
who acknowledged the contributions of the members of her committee in-
cluding: Jerry H. Ginsberg, Technical Program Chair; George McCall and
Jacek Jarzynski, Audio-Visual; Marshall Leach, Registration; Kenneth A.
Cunefare, Paper Copying Service and E-mail; Laurence Jacobs, Signs;
David Trivett, Technical Tours; Peter H. Rogers, Plenary Session/Fellows
Luncheon; Stephanie Cunefare, Rona Ginsberg, Alice Rogers, and Nancy
Trivett, Accompanying Persons Program.

The President also extended thanks to the members of the Technical
Program Organizing Committee: Jerry H. Ginsberg, Technical Program
Chair; David R. Palmer and James F. Lynch, Acoustical Oceanography;
Peter H. Rogers, Animal Bioacoustics; Scott D. Pfeiffer, Architectural
Acoustics; Ibrahim M. Hallaj, Biomedical Ultrasound/Bioresponse to Vibra-
tion; P. K. Raju and Allan D. Pierce, Education in Acoustics; Thomas R.
Howarth and Kim C. Benjamin, Engineering Acoustics; James W.
Beauchamp, Musical Acoustics; Mary Prince, Noise; James P. Chambers,
Richard Raspet, and Yves H. Berthelot, Physical Acoustics; Marjorie R.
Leek, Psychological and Physiological Acoustics; Charles Gaumond, Signal
Processing in Acoustics; Lynne C. Nygaard, Speech Communication; Jo-
seph W. Dickey, Alison B. Flatau, and David Feit, Structural Acoustics and
Vibration; and James C. Presig and William M. Carey, Underwater Acous-
tics.

The Plenary Session ended with the presentation of the President’s
Tuning Fork by President-Elect Katherine Harris to Patricia Kuhl, whose
term ended at the close of the meeting~see Fig. 5!.

PATRICIA K. KUHL
President 1999–2000

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2001
4–8 February Midwinter Meeting, Association for Research in Oto-

laryngology, St. Petersburg, FL@ARO Office, 19 Man-
tua Rd., Mt. Royal, NJ 08061, Tel.: 856-423-7222;
Fax: 856-423-3420; E-mail: meetings@aro.org;
WWW:www.aro.org/mwm/mwm.html#.

FIG. 3. Murray Strasberg, recipient of the ASA Gold Medal with ASA
President Patricia Kuhl.

FIG. 4. Newly-elected Fellows of the Acoustical Society of America receive
their certificates from ASA Vice President Mauro Pierucci and President
Patricia Kuhl.~left to right! ASA Vice President Mauro Pierucci, Mendel
Kleiner, James M. Hillenbrand, W. Kendall Melville, Charles R. Greene, F.
Michael Pestorius, Judith C. Brown, Stephen E. McAdams, Lynne E. Bern-
stein, Robin S. Langley, Mohsen Badiey, ASA President Patricia K. Kuhl.

FIG. 5. President-Elect Katherine Harris presents the President’s Tuning
Fork to Patricia Kuhl, outgoing ASA President.
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22–25 March ‘‘New Frontiers in the Amelioration of Hearing Loss,’’
St. Louis, MO@Sarah Uffman, CID Department of Re-
search, 4560 Clayton Ave., St. Louis, MO 63110, Tel.:
314-977-0278; Fax: 314-977-0030; E-mail: suffman
@cid.wustl.edu#.

30 April–3 May 2001 SAE Noise & Vibration Conference & Exposi-
tion, Traverse City, MI@Patti Kreh, SAE Int’l., 755 W.
Big Beaver Rd., Suite 1600, Troy, MI 48084, Tel.: 248-
273-2474; Fax: 248-273-2494; E-mail: pkreh@sae.org#.

4–8 June 141st Meeting of the Acoustical Society of America,
Chicago, IL @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

9–13 July 2001 SIAM Annual Meeting, San Diego, CA@Society
for Industrial and Applied Mathematics~SIAM!, Tel.:
215-382-9800; Fax: 215-386-7999; E-mail: meetings
@siam.org; WWW: www.siam.org/meetings/an01/#.

15–19 August ClarinetFest 2001, New Orleans, LA@Dr. Keith Koons,
ICA Research Presentation Committee Chair, Music
Dept., Univ. of Central Florida, P.O. Box 161354, Or-
lando, FL 32816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#. Deadline for receipt of
abstracts: 15 January 2001.

7–10 October 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ.
of Illinois, 405 N. Mathews, Urbana, IL 61801; Fax:
217-244-0105; WWW: www.ieee-uffc.org/2001#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville,
NY 11747-4502, Tel.: 516-576-2360; Fax: 516-576-
2377; E-mail: asa@aip.org; WWW: asa.aip.org#.

2002
3–7 June 143rd Meeting of the Acoustical Society of America,

Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-
4502, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

17th International Congress on Acoustics,
Rome—Further details

The 17th ICA in Rome, 2–7 September 2001, is organized by the
Italian Acoustical Society and will take place at the campus of Rome Uni-
versity ‘‘La Sapienza.’’ The campus is located next to San Pietro in Vincoli,
a few hundred meters from the Colosseum and the Forum in the archeologi-
cal part of Rome. The Congress venue is within walking distance from the
main railway station; it is also served by subway and various bus lines.

Discounted hotel rates~deadline for early booking 15 February, dead-
line for hotel confirmation 30 May! appear to be 80–190 euros for two and
three star hotels, and 190 euros and up for four and five star hotels. Partici-
pants are advised to make hotel reservations early since September is high
season for tourists. Assistance with hotel reservations will be offered by the
Congress Secretariat through the Congress Web site in due time. The Con-
gress URL is www.ica2001.it; the other coordinates are e-mail:
ica2001@uniroma1.it; fax:139 06 4976 6932; mail: A. Alippi, Diparti-
mento di Energetica, University of Rome ‘‘La Sapienza,’’ Via A. Scarpa 14,
00161 Rome, Italy.

The registration fee has been set at 350 euros, 400 euros after 30 May
2001. Registration fees for students will be reduced by 50%. The secretariat
will help in providing low-cost accommodations or last-minute service.

All aspects of acoustics will be covered at the Congress. The technical
program will be organized on the basis of structured sessions. There will be
plenary lectures, invited and contributed papers as well as poster sessions.
The Congress Proceedings on CD will be distributed free of charge to reg-
istered participants. Printed copies will be available and will be mailed upon
request.

A number of social events, partner programs, and pre- or post-
Congress tours of 2 or 3 days duration are also planned with details to be
announced at a later date. The Home Page will be updated periodically to
announce further details.

Papers published in JASJ „E…

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of theJournal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The September 2000 issue of JASJ~E!, Vol. 21, No. 5, contains the
following contributions:

V. Makarova, ‘‘Acoustic cues of surprise in Russian questions’’
M. Mizumachi and M. Akagi, ‘‘The auditory-oriented spectral distortion for
evaluating speech signals distorted by additive noises’’
H. Suzuki, S. Oguro, and T. Ono, ‘‘A sensitivity correction method for a
three-dimensional sound intensity probe’’

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

December 2000
4–7 8th Australian International Conference on Speech,

Science, and Technology, Canberra, Australia.~Web:
www.cs.adfa.edu.au/ssst2000! 10/00

January 2001
14–17 4th European Conference on Noise Control„euro-

noise 2001…, Patras, Greece. ~e-mail:
euronoise2001@upatras.gr! 10/00

March 2001
26–29 German Acoustical Society Meeting„DAGA 2001…,

Hamburg-Harburg, Germany. ~e-mail:
dega@aku.physik.uni-oldenburg.de! 10/00

April 2001
9–11 Acoustical Oceanography, Southampton, UK.~Fax:

144 1727 850553; Web: www.ioa.org.uk! 8/00
23–25 *1st International Workshop on Thermoacoustics,

s’Hertogenbosch, The Netherlands.~C. Schmid, Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502, USA; Web:
www.phys.tue.nl/index.html!

May 2001
21–25 *5th International Conference on Theoretical and

Computational Acoustics „ICTCA2001…, Beijing,
China. ~E. C. Shang, CIRES, University of Colorado,
NOAA/ETL, Boulder, CO, USA; Fax:11 303 497
3577; Web: www.etl.noaa.gov/ictca01!

28–31 *3rd EAA International Symposium on Hy-
droacoustics, Jurata, Poland.~G. Grelowska, Polish
Naval Academy, Smidowicza 69, 81-103 Gdynia,
Poland; Fax: 148 58 625 4846; Web:
www.amw.gdynia.pl/pta/sha2001.html!

July 2001
2–5 *Ultrasonics International Conference„UI01…, Delft,

The Netherlands.~W. Sachse, T&AM, 212 Kimball
Hall, Cornell University, Ithaca, NY 14853-1503, USA;
Fax: 11 607 255 9179; Web: www.ccmr.cornell.edu/
;ui01/!

2–6 8th International Congress on Sound and Vibration,
Kowloon, Hong Kong.~Fax: 1852 2365 4703; Web:
www.iiav.org! 8/00

August 2001
28–30 INTER-NOISE 2001, The Hague. ~Web:

internoise2001.tudelft.nl! 6/99

September 2001
2–7 * ~new contacts! 17th International Congress on

Acoustics„ICA …, Rome.~Fax:139 6 4976 6932; Web:
www.ica2001.it! 10/98

10–13 International Symposium on Musical Acoustics
„ISMA 2001…, Perugia.~Fax:139 75 577 2255; e-mail:
perusia@classico.it! 10/99

October 2001
17–19 32nd Meeting of the Spanish Acoustical Society, La

Rioja. ~Fax: 134 91 411 76 51; Web: www.ia.csic.es/
sea/index.html! 10/99

March 2002
4–8 German Acoustical Society Meeting„DAGA 2002…,

Bochum, Germany. ~Web: www.ika.ruhr-uni-
bochum.de! 10/00
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June 2002
10–14 *Acoustics in Fisheries and Aquatic Ecology, Mont-

pellier, France.~D. V. Holliday, BAE SYSTEMS, 4669
Murphy Canyon Road, Suite 102, San Diego, CA
92123-4333, USA; Web: www.ices.dk/symposia/!

August 2002
19–23 *16th International Symposium on Nonlinear

Acoustics „ISNA16…, Moscow, Russia.~O. Rudenko,
Physics Department, Moscow State University, 119899
Moscow, Russia; e-mail: isna@acs366b.phys.msu.su!

September 2002
16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-

ing…, Sevilla. ~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 2/00

December 2002
2–6 Joint Meeting: 9th Mexican Congress on Acoustics,

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on Acoustics.
~e-mail: sberista@maya.esimez.ipn.mx or Web:
asa.aip.org! 10/00
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OBITUARIES

Alvin M. Liberman • 1917–2000
Alvin M. Liberman, a Fellow of

this Society, died on 13 January 2000,
from complications of open heart sur-
gery. He was past president of Haskins
Laboratories~1975–1986! and profes-
sor emeritus in the Department of Psy-
chology at the University of Connecti-
cut and the Department of Linguistics
at Yale University. His pioneering
work in the field of speech perception
set a research agenda that is still being
followed today. Al was active in the
field for more than 50 years, and was
working on revisions to a major paper
while he was in the hospital where he
spent his last days.

Born in St. Joseph, Missouri, Al stayed close to home for his bach-
elor’s and master’s degrees, both from the University of Missouri. He
moved to Yale for his Ph.D., in psychology, awarded in 1942. After a stint
of aeromedical research for the Army during World War II~still at Yale!, he
came to Haskins Laboratories in New York to work with Franklin S. Cooper
on the development of a reading machine for the blind, work sponsored by
the Veterans Administration. Despite years of effort, he and his colleagues
never succeeded in devising an acoustic transformation of the letters that
listeners could follow faster than Morse code, roughly1

10 of a normal speak-
ing rate, and intolerably slow for extended use. This failure raised the ques-
tion to which he devoted much of the rest of his research career: Why is
speech so much more efficient as a carrier of linguistic information than
other sounds? The answer gradually emerged from dozens of experiments in
the 1950s and 1960s.

Al realized that speech is not an arbitrary signal that just happened to
be available as language evolved; rather, speech is an integral part of lan-
guage. Consonants and vowels, the discrete phonemic elements essential for
a sizeable lexicon, do not combine like beads on a string, but are over-
lapped, or encoded, into syllables; speed is thus purchased at the price of

acoustic complexity. Human listeners are biologically adapted to decode the
continuously variable signal of running speech, and to recover its discrete
phonemic components. In the course of developing this theoretical view, Al
and his colleagues at Haskins Laboratories discovered the main acoustic
cues to the consonants and vowels of English. These cues later served to
guide the development of speech synthesis by rule, now widely used for
man/machine interaction.

Al’s provocative work was largely responsible for drawing speech
research into the mainstream of experimental cognitive psychology, where
his ‘‘nativist’’ views were not to everyone’s liking. But he thrived on con-
troversy, and up until the last months of his life he designed a steady stream
of ingenious and telling experiments to support what he liked to call his
‘‘unconventional view’’ against the ‘‘conventional view’’ of most other
experimental psychologists.

During the 1970s and 1980s, Al increasingly collaborated with his
wife, the late Isabelle Yoffe Liberman, and other Haskins Laboratories sci-
entists on reading. A central discovery of this work was that children who
have difficulty in learning to read almost always lack what Isabelle termed
‘‘phoneme awareness’’: they cannot easily learn to break a word into its
component consonants and vowels. The critical requirement of phoneme
awareness in learning to read alphabetic print is now internationally recog-
nized, in large part due to the two Libermans’ passionate advocacy of the
‘‘alphabetic principle’’ against the ‘‘whole word’’ or ‘‘sight reading’’
method of instruction. Al was a member of the National Academy of Sci-
ences and of the American Academy of Arts and Sciences, and received the
Distinguished Scientific Contribution Award, the highest honor of the
American Psychological Association. He also received many other awards,
including the Warren Medal from the Society of Experimental Psycholo-
gists; honorary doctoral degrees from the State University of New York and
from the Universite´ Libre de Bruxelles, a medal from the Colle`ge de France,
Paris, and the Wilbur Cross Medal from the Graduate School of Yale Uni-
versity.

He is survived by two sons, Mark of Philadelphia, and Charles of
Milton, MA; by a daughter, Sarah Ash, of Raleigh, NC, and by nine grand-
children.

DOUG H. WHALEN
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

PHONETICS—The Science of Speech

M. J. Ball and J. Rahilly

Oxford University Press, New York, 2000.
vii 1239 pp. Price: $65.00 (hardcover) and $19.95 (paperback).

How many textbooks are current for an introductory course on pho-
netics? Answer: ten, half by Americans and half by British. ‘‘Britain and
America, two great nations separated by a common language.’’ What is it
that separates them? The British focus on the phonetic alphabet and how to
use it; Americans focus on speech acoustic analysis and speech perception
by humans and/or machines. So the Americans are more concerned with
speech science. British instruction is easily applicable to many languages;
American texts use primarily English examples.

This British book relates well to the broader discipline of linguistics. It
is an admirable tutor for learning how to make a phonetic transcription of
any language. It is well organized, starting with general descriptions of
vocal anatomy and sound production, progressing through consonant and
vowel articulation and suprasegmentals~prosodics!, and skill-building in
phonetic transcription listing training programs that are available, then pass-
ing at last to methods of acoustic analysis and speech perception. Acoustics
and perception are treated only cursorily. An effective supplement to tran-
scription training is Catford’s 1988 book which instructs how to recognize
the details of your own articulation via 125 exercises in silent articulations!

Ladefoged’sA Course in Phonetics~3rd ed.! connects both linguistics
and speech science very well, at the cost of the range of languages covered
in the linguistics parts.

If you use Ball and Rahilly for linguistic transcription then you could
use one of the speech science tutorial books in addition, for example, John-
son’sAcoustic and Auditory Phonetics~1997!, which would be suitable for
students needing acoustical and engineering connections to phonology, or
Denes and Pinson’sThe Speech Chain~1993!.

Catford, J. C.~1988!. A Practical Introduction to Phonetics~Oxford U. P.,
Oxford, UK!.

Denes, P. B., and Pinson, E. N.~1993!. The Speech Chain, 2nd ed.~Free-
man, New York!.

Johnson, K.~1997!. Acoustic and Auditory Phonetics~Blackwell, Oxford,
UK!.

Ladefoged, P.~1993!. A Course in Phonetics, 3rd ed.~Harcourt Brace Jo-
vanovich, New York!.

J. M. PICKETT
Windy Hill Lab
P.O. Box 198
Surry, Maine 04684

BOOKS RECEIVED

Fundamentals of Physical Acoustics.David T. Blackstock. John Wiley &
Sons, 2000. 560 pp. $90.00hc. ISBN 0471319791.

Acoustic and Electromagnetic Scattering Analysis Using Discrete
Sources.Adrian Doicu, Yuri Eremin, and Thomas Wriedt. Academic
Press, 2000. 317 pp. $79.95hc. ISBN 0122197402.

Nonlinear Acoustics at the Turn of the Millennium: ISNA 15, 15th In-
ternational Symposium „AIP Conference Proceedings, 524…. Werner
Lauterborn and Thomas Kurz, editors. Springer Verlag, 2000. 569 pp.
$185.00hc. ISBN 1563969459.

Physical Acoustics: Cumulative Subject and Author Index Including
Tables and Contents„Physical Acoustics, Vol. 25…. R. N. Thurston and
Allan D. Pierce, editors. Academic Press, 1999. 307 pp. $160.00hc. ISBN
124779247.

Structural Acoustics and Vibration. R. Ohayou and C. Soize. Academic
Press, 1998. 242 pp. $74.00hc. ISBN 0125249454.

Vibrations of Shells and Rods.K. C. Le. Springer Verlag, 1999. 423 pp.
$112.00hc. ISBN 3540645160.

Ultrasonic Instruments and Devices.E. P. Papadakis, editor. Academic
Press, 1999. 809 pp. $99.95pb. ISBN 0125319517.

Sonics: Techniques for the Use of Sound and Ultrasound in Engineering
and Science.Theodor R. Hueter and Richard H. Bolt. ASA, 2000. 456 pp.
$45.00~ASA members $30.00! hc. ISBN 1563969556.

Rarefied Gas Dynamics: From Basic Concepts to Actual Calculations.
C. Cercignani. Cambridge University Press, 2000. 338 pp. $74.95hc
~$29.95pb!. ISBN 0521650089hc. ~0521659922pb!.

Adaptive Structures: Dynamics and Control. Robert L. Clark, William

R. Saunders, and Gary P. Gibbs. John Wiley & Sons, 1997. 464 pp.
$125.00hc. ISBN 0471122629.

Signal Processing for Intelligent Sensor Systems.David C. Swanson.
Marcel Dekker, 2000. 632 pp. $195.00hc. ISBN 0824799429.

Designing for Product Sound Quality. Richard H. Lyon. Marcel Dekker,
2000. 215 pp. $125.00hc. ISBN 0824704002.

Ruido: Fundamentos Y Control. Samir N. Y. Gerges. Spanish Edition.
~Florianopolis-SC-Brasil, 1998, contact gerges@mbox1.ufsc.br.! 555 pp.
ISBN 8590004601xpb.

Marine Mammals and Low-Frequency Sound.National Research Coun-
cil. National Academy Press, Washington DC, 2000. 160 pp. $35.00pb.
ISBN 030906886-X.

Acoustic Phonetics„Current Studies in Linguistics Series, No. 30…. Ken-
neth N. Stevens. MIT Press, 2000. 607 pp. $60.00hc ~$35.00pb!. ISBN
026219404Xhc ~026269250-3pb!.

Coarticulation: Theory, Data, and Techniques „Cambridge Studies in
Speech Science and Communication…. William J. Hardcastle and Nigel
Hewlett, editors. Cambridge University Press, 2000. 400 pp. $64.95hc.
ISBN 0521440270.

Hearing: Its Physiology and Pathophysiology.Aager R. Moller. Aca-
demic Press, 2000. 515 pp. $79.95hc. ISBN 0125042558.

Fundamentals of Hearing.William A. Yost. Academic Press, 2000. 4th
edition. 349 pp. $44.95hc. ISBN 0127756957.

Rhythm Perception and Production. Peter Desain and Luke Windsor, edi-
tors. Swets & Zeitlinger Publishers, The Netherlands, 2000. 106 pp.
$85.00hc ISBN 9026516363.
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Songs, Roars, and Rituals: Communication in Birds, Mammals, and
other Animals. Lesley J. Rogers and Gisela Kaplan. Harvard University
Press, 2000. 207 pp. $29.95hc. ISBN 0674000587.

Principles of Optimal Design. Panos Y. Papalambros and Douglas J.
Wilde. Cambridge University Press, 2000. 390 pp. $120.00hc ~$44.95pb!
ISBN 0521622158hc. ~0521627273pb!.

Flow Measurement Handbook: Industrial Designs, Operating Prin-
ciples, Performance, and Applications.Roger C. Baker. Cambridge
University Press, 2000. 524 pp. $110.00hc. ISBN 0521480108.

An Introduction to Turbulent Flow. Jean Mathieu and Julian Scott. Cam-
bridge University Press, 2000. 374 pp. $90.00hc ~$39.95 pb!. ISBN
0521570662~0521775388pb!.
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
DAVID PREVES, Songbird Medical, Inc., 5 Cedar Brook Drive, Cranbury, New Jersey 08512
CARL J. ROSENBERG, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
KEVIN P. SHEPHERD, M.S. 463, NASA Langley Research Center, Hampton, Virginia 23681

5,805,726

43.38.Fx PIEZOELECTRIC FULL-RANGE
LOUDSPEAKER

Chih-Ming Yang and Jyi-Tyan Yeh, assignors to Industrial
Technology Research Institute

8 September 1998„Class 381Õ190…; filed 11 August 1995

Simple piezoelectric wafers are sometimes used as full-range loud-
speakers. They are small~say, 5 cm in diameter!, very thin, lightweight,
inexpensive, and generate no electromagnetic interference. On the other
hand, distortion is high, response is peaky, and the term ‘‘full-range’’ is an
overstatement. The invention is a thin sandwich including two piezo wafers
affixed to metal disks and at least one damping layer. Response is reason-
ably smooth from 300 Hz to beyond 20 kHz.—GLA

6,041,127

43.38.Hz STEERABLE AND VARIABLE FIRST-
ORDER DIFFERENTIAL MICROPHONE ARRAY

Gary Wayne Elko, assignor to Lucent Technologies, Incorporated
21 March 2000„Class 381Õ92…; filed 3 April 1997

Six miniature pressure-sensitive microphone elements are flush-
mounted on the surface of a small, rigid sphere. Microphone signals are
processed in pairs. Sum and difference signals from the three pairs are
combined, then filtered and summed to form a single output signal. By
employing proper filtering, weighting, and delay, a cardioid pickup pattern
is generated which can be electronically steered to any axis. The patent
document is quite technical, but clearly written and informative.—GLA

5,991,425

43.38.Ja LOW REFLECTION ÕLOW DIFFRACTION
TREATMENT FOR LOUDSPEAKER
TRANSDUCER DIAPHRAGM

Daniel P. Anagnos, assignor to Sony Corporation; Sony
Electronics, Incorporated

23 November 1999„Class 381Õ423…; filed 13 December 1996

In the 1960s Arthur Janszen marketed a woofer having a plug of ab-
sorptive foam filling most of the cone cavity. It was intended to function as
a low-pass filter, attenuating unwanted high-frequency energy. The patent
describes a much thinner layer of absorptive foam which is said to provide
low-pass filtering and also minimize reflection and diffraction of sound
waves from adjacent transducers.—GLA

6,026,928

43.38.Ja APPARATUS AND METHOD FOR
REDUCED DISTORTION LOUDSPEAKERS

Ashok A. Maharaj, Maracaibo, Venezuela
22 February 2000„Class 181Õ152…; filed 6 April 1999

Any loudspeaker will produce unpleasant distortion when driven to
very high sound levels. The inventor has observed that most of the unwanted
noise emanates from the central part of the cone. If the loudspeaker is used
as a horn driver, then a special phasing plug can include ‘‘...a sound absorb-

ing inner portion adjacent the central portion of the diaphragm for absorbing
the noise generated by the central portion at high power.’’ This sounds
terribly unscientific, but in practice it probably works fairly well.—GLA

6,031,921

43.38.Ja LOUDSPEAKER UNIT

Akio Mizoguchi, assignor to Aiwa Company, Limited
29 February 2000„Class 381Õ182…; filed in Japan 25 March 1997

A reverse-phase pair of point sound sources forms a gradient system.
With appropriate signal processing the coverage pattern can be varied from
cardioid to hypercardioid to figure eight, and any pattern can be further
shifted toward omnidirectional by varying the relative levels of the two
sources. A 1973 paper by Olson explained how this principle could be
applied to practical loudspeaker systems. Since then a number of patents
have described gradient loudspeaker variations intended for improved home
stereo reproduction. This Aiwa patent is about as basic as you can get: two
loudspeakers are mounted on two surfaces of a box, connected in reverse-
phase, and driven at different levels.—GLA
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6,026,929

43.38.Ja HIGH FREQUENCY RADIALLY
ARCTUATED CENTER SPEAKER CONE WITH
VARIABLE THICKNESS

Alexander Faraone, assignor to Single Source Technology and
Development, Incorporated

22 February 2000„Class 181Õ173…; filed 12 November 1997

A small, edge-driven, folded-plate cone1 is placed at the center of the
inventor’s earlier loudspeaker design41 ~United States Patent 4,881,617!.
He informs us that the present invention has unique and unobvious charac-

teristics, including smoother response extending to 20 kHz. Since no perfor-
mance tests are shown, we will just have to take his word for it.—GLA

6,031,925

43.38.Ja TELESCOPING LOUDSPEAKER HAS
MULTIPLE VOICE COILS

Yevgeniy Eugene Shteyn, assignor to U.S. Philips Corporation
29 February 2000„Class 381Õ401…; filed 25 June 1998

Speaker cone106, frame110, centering spider118, and voice coil126
make up a floating assembly which is driven in turn by outer voice coil128.
The arrangement is interesting and unusual, but it is difficult to understand
why ‘‘...a large displacement volume can be obtained with a cone of rela-
tively small diameter, owing to the accumulation of the individual ampli-
tudes of one or more subframes and of the cone.’’ It appears that the maxi-

mum displacement of cone106 and inner voice coil126 would be exactly
the same if the subframe and the outer voice coil were simply omitted.—
GLA

6,044,159

43.38.Ja PLANAR FILM SPEAKER WITH INERTIAL
DRIVER

Neil Johan Schmertmann, Boynton Beach, Florida and John
Michael McKee, Hillsboro Beach, Florida

28 March 2000„Class 381Õ186…; filed 17 December 1997

A small inertial transducer100 is coupled to two rectangular sheets of
flexible plastic104 and 106. The assembly is suspended from wires130
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which also provide the electrical signal. The signal is carried from the wires
to the transducer through conductive strips106 and108.—GLA

6,044,161

43.38.Ja PILLOW SPEAKER APPARATUS AND
METHOD

Keith Lee, Tacoma, Washington
28 March 2000„Class 381Õ301…; filed 18 November 1998

Does anyone remember the pillow speaker? Apparently it is time for
an improved version. Two small speakers are recessed into a block of open-
cell foam. The rear surface of the block is sculpted into multiple voids—the
kind of coffered pattern often found in packing foam. Sound energy from
the rear of each speaker finds its way down into the voids ‘‘...through which
sound waves from the loud speakers can travel, through out the lower body,
and upwardly through the upper surface thereby reaching the listener from
many directions.’’—GLA

6,044,925

43.38.Ja PASSIVE SPEAKER

Joseph Yaacoub Sahyoun, Redwood City, California
4 April 2000 „Class 381Õ157…; filed 30 November 1998

Substituting a passive radiator~drone cone! for a conventional vent in
a bass reflex loudspeaker system can achieve similar performance, along
with practical advantages and disadvantages. The passive radiator is usually
built from a loudspeaker cone and basket, less voice coil and magnet. The

invention is a disk-shaped passive radiator106suspended from two periph-
eral half-rolls114and118. The goal is to provide a more linear suspension.
It would also seem to be more heavily damped and less resistant to wobble.
Somehow, this simple idea has been expanded to 31 patent claims.—GLA

6,070,694

43.38.Ja LOUDSPEAKER ASSEMBLY

Albert Burdett et al., assignors to Niles Audio Corporation,
Incorporated

6 June 2000„Class 181Õ150…; filed 4 September 1998

In an earlier patent~United States Patent 6,026,927, not reviewed! the
inventors mounted high-frequency loudspeakers on a sort of adjustable lazy
susan. The present invention is a swiveling tweeter mount that operates like
a recessed ceiling spotlight, allowing a practical range of adjustment while
maintaining relatively uniform baffling.—GLA

5,978,490

43.38.Kb DIRECTIVITY CONTROLLING
APPARATUS

Hyun-Woo Choi and Jin-Sung Lee, assignors to LG Electronics,
Incorporated

2 November 1999„Class 381Õ92…; filed in Republic of Korea 27
December 1996

The invention automatically sets the directivities of microphones used
in an audio-video surveillance system. Although the patent is clearly written
in good, technical English, it is not all that easy to understand exactly how
the system works. ‘‘A certain microphone in the system is selected to have
directivity according to a result of comparing levels of input signals supplied
into plural partial microphones in a supervisory mode by categorizing direc-
tional microphones into a directional mode and the supervisory mode.’’—
GLA

5,983,191

43.38.Lc METHOD AND APPARATUS FOR
AUTOMATICALLY COMPENSATING TONE COLOR

Yeong Ho Ha et al., assignors to LG Electronics, Incorporated
9 November 1999„Class 704Õ500…; filed in Republic of Korea 11

June 1997

The audio circuitry of a TV receiver includes a computer-controlled,
multi-band equalizer. If the user changes channels or adjusts equalization,
the computer analyzes the spectral content of the signal, decides what gen-
eral category it belongs to, looks up the appropriate ‘‘tone color,’’ and
adjusts equalization accordingly.—GLA

6,016,182

43.38.Ne MOTION PICTURE FILM AND A
TECHNIQUE FOR RECORDING ANDÕOR
REPRODUCING DATA FROM SUCH MOTION
PICTURE FILM

Masakazu Ohashi et al., assignors to Sony Cinema Products
Corporation

18 January 2000„Class 352Õ37…; filed in Japan 7 December 1993

Digital information is optically recorded longitudinally bit by bit,
supplemented by transverse recordings of each byte. The resulting compres-
sion processing blocks also include parity data. Additional tricks are em-
ployed to create a robust system that allows error-free playback even when
longitudinal or transverse scratches are present.—GLA
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5,949,896

43.38.Si EARPHONE

Koji Nageno et al., assignors to Sony Corporation
7 September 1999„Class 381Õ328…; filed in Japan 19 August 1996

A small, in-the-ear earphone improves on an earlier Sony design by
incorporating an acoustical low-cut filter. The result is essentially flat re-
sponse from about 100 Hz to 5 kHz.—GLA

6,041,130

43.38.Si HEADSET WITH MULTIPLE CONNECTIONS

Raymond G. Goss, assignor to MCI Communications Corporation
21 March 2000„Class 381Õ374…; filed 23 June 1998

The invention is intended for use in telecommunications call centers
but might find other applications as well. Suppose you need to maintain
simultaneous voice communications over two completely different
systems—say, a conventional telephone network and the Internet. Rather
than designing a fancy audio hybrid circuit, the inventor suggests a rela-
tively simple headset. Each earphone contains two transducers, allowing
independent stereo reception from each network. Similarly, the microphone
boom contains two microphone elements. Possible refinements and controls
are also discussed in the patent document.—GLA

5,784,477

43.38.Vk SYSTEM FOR THE FRONTAL
LOCALIZATION OF AUDITORY EVENTS
PRODUCED BY STEREO HEADPHONES

Florian Meinhard Konig, Germering, Germany
21 July 1998„Class 381Õ25…; filed in Germany 25 July 1989

To avoid ‘‘inside the head’’ localization, a number of stereo head-
phone designs locate transducers forward from ear canal openings. The in-
ventor argues that natural localization requires not only a forward shift but
an even greater downward shift in placement.—GLA

5,796,844

43.38.Vk MULTICHANNEL ACTIVE MATRIX SOUND
REPRODUCTION WITH MAXIMUM LATERAL
SEPARATION

David H. Griesinger, assignor to Lexicon
18 August 1998„Class 381Õ18…; filed 19 July 1996

More than a dozen earlier patents~four issued to Griesinger! deal with
the process of expanding left and right stereo signals into various surround
sound formats. The present invention is an improved active matrix that
redistributes left and right signals, including directionally encoded and non-
directional components, into multiple output channels for surround sound
playback. The patent includes a succinct analysis of general decoding
schemes and should be of interest to anyone working in this field.—GLA

5,959,597

43.38.Vk IMAGE ÕAUDIO REPRODUCING SYSTEM

Yuji Yamada and Kiyofumi Inanaga, assignors to Sony
Corporation

28 September 1999„Class 345Õ8…; filed in Japan 28 September
1995

The invention is a virtual reality system which sets the video image in
a preset orientation and controls sound source localization, both in response
to the user’s head movements. According to the patent, this is a compara-

tively simple system which can provide realistic sound and picture orienta-
tion without requiring massive computer processing power.—GLA

6,021,205

43.38.Vk HEADPHONE DEVICE

Yuji Yamada and Kiyofumi Inanaga, assignors to Sony
Corporation

1 February 2000„Class 381Õ310…; filed in Japan 31 August 1995

A practical virtual reality presentation must be able to control sound
and vision in response to movements of the user’s head. For spatial sound
reproduction, enormous computer power may be required to continuously
update digital filter coefficients. The invention is a simplified system which
requires relatively little processing volume, yet which allows a sound image
to be localized simultaneously in forward and backward directions.—GLA

6,021,386

43.38.Vk CODING METHOD AND APPARATUS FOR
MULTIPLE CHANNELS OF AUDIO INFORMATION
REPRESENTING THREE-DIMENSIONAL
SOUND FIELDS

Mark Franklin Davis and Craig Campbell Todd, assignors to
Dolby Laboratories Licensing Corporation

1 February 2000„Class 704Õ229…; filed 8 January 1991

The history of this patent goes back to 1991. It is a continuation of a
continuation of a division of a continuation-in-part of a continuation-in-part.
It describes an efficient, flexible surround sound coding scheme which is
said to be audibly superior to known matrix systems, yet requires less trans-
mission bandwidth. The inventors postulate a kind of spatial masking phe-
nomenon, which is combined with known critical band masking in two
embodiments of generalized subband encoding. The patent is clearly written
and contains a great deal of interesting information.—GLA

6,023,512

43.38.Vk THREE-DIMENSIONAL ACOUSTIC
PROCESSOR WHICH USES LINEAR PREDICTIVE
COEFFICIENTS

Naoshi Matsuo and Kaori Suzuki, assignors to Fujitsu Limited
8 February 2000„Class 381Õ17…; filed in Japan 8 September 1995

To produce a convincing synthetic environment for sound reproduc-
tion, the acoustical characteristics of the desired sound field must be added
to the signal and the acoustical characteristics of the actual listening envi-
ronment must be subtracted from the signal. Easier said than done. The
invention uses linear predictive analysis within critical bands to minimize
the number of digital filter taps required and to simplify processing.—GLA

6,052,470

43.38.Vk SYSTEM FOR PROCESSING AUDIO
SURROUND SIGNAL

Tomohiro Mouri, assignor to Victor Company of Japan, Limited
18 April 2000 „Class 381Õ18…; filed in Japan 4 September 1996

The patent describes a record-reproduce system in which the multi-
channel recording includes a surround signal and also a program to process
the surround signal. The derived left and right surround channels can then be
transformed into virtual sound sources when rear loudspeakers are absent
and only front loudspeakers are used.—GLA
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6,038,330

43.38.Vk VIRTUAL SOUND HEADSET AND
METHOD FOR SIMULATING SPATIAL SOUND

Robert James Meucci, Jr., Senatobia, Mississippi
14 March 2000„Class 381Õ371…; filed 20 February 1998

A number of prior patents deal with the problem of reproducing multi-
channel surround sound via headsets. Mr. Meucci takes the direct approach.
Embedded around the hemispherical surface of each ear cup are a plurality

of miniature transducers40 which squirt energy through ‘‘sound focussing’’
tubes, ‘‘...so as to simulate the directional orientation of the sound as per-
ceived by the listener.—GLA

6,021,612

43.50.Gf SOUND ABSORPTIVE HOLLOW CORE
STRUCTURAL PANEL

Stanley E. Dunn and Joseph M. Cuschieri, assignors to C&D
Technologies, Incorporated

8 February 2000„Class 52Õ144…; filed 8 September 1995

This hollow core metal panel has two exterior skins that envelope and
create interior cavities. These cavities serve as Helmholtz resonators through
penetrations of the surface and thus provide some sound absorption proper-
ties for the panels.—CJR

6,019,189

43.50.Gf NOISE BARRIER WALL

Hiroshi Shima et al., assignors to Bridgestone Corporation; Nihon
Doro Kodan

1 February 2000„Class 181Õ210…; filed in Japan 19 February 1997

This patent describes an extension to a highway noise barrier wall that
is meant to improve the noise attenuation of the barrier without increasing
the barrier height. The main body of the noise barrier is vertical, but there is

attached on the side opposite to the noise source~i.e., away from the high-
way! an overhanging extension arm.—CJR

6,029,282

43.50.Gf CYCLIST’S WIND NOISE LIMITING
DEVICE

Thomas W. Buschman, Kirtland, Ohio
29 February 2000„Class 2Õ422…; filed 14 April 1998

The sound-permeable outer body of the device fits over the ear. The
body of the device has an open weave porous plastic mesh, and fibers are
attached to the mesh. All these reduce the turbulence of the wind noise
without impairing the transfer of desired sound.—CJR

6,040,266

43.50.Gf FOAM CATALYST SUPPORT FOR
EXHAUST PURIFICATION

Thomas F. Fay III et al., assignors to Ultramet
21 March 2000„Class 502Õ439…; filed 22 February 1994

A method of manufacturing a material system which functions as both
an acoustic absorber and a catalytic converter for application in small two-
and four-cycle engine exhaust ducts is described. An open cell carbon foam
is formed from polyurethane foam and then coated with an appropriate
catalyst.—KPS
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6,041,893

43.50.Gf BRAKE JAW

Ludwig Ervens et al., assignors to Textar GmbH
28 March 2000„Class 188Õ1.11 W…; filed in Germany 19 December

1996

A brake pad for use with disc brakes is described in which an inter-
mediate layer is placed between the friction layer and the lining support. The
intermediate layer fulfills two functions; damping of vibration~brake squeal!
and generating an acoustic alarm signal when the friction layer reaches its
wear limit.—KPS

6,047,790

43.50.Gf SOUND DAMPING DEVICE FOR
OSCILLATORY COMPONENTS OF A MOTOR
VEHICLE HYDRAULIC SYSTEM

Michael Seidel-Peschmann and Thomas Fritz, assignors to
Aeroquip Vickers International GmbH

11 April 2000 „Class 181Õ200…; filed in Germany 23 January 1997

A method to reduce noise radiated from the fluid reservoir of a hy-
draulic system in an automobile is described. In particular, noise generated
by fluid vibration induced by the hydraulic pump is addressed. A vibration
absorber is tuned by selection of an appropriate material, shape, and position
of attachment to the sidewall of the reservoir. An alternative, double-wall
arrangement is also described.—KPS

6,078,671

43.50.Gf SILENCER FOR ATTENUATING A SOUND
OR NOISE TRANSMITTED THROUGH AN AIR
PASSAGE OF A DUCT

Takashi Kawanishi and Masayoshi Ikeda, assignors to Ebara
Corporation

20 June 2000„Class 381Õ71.5…; filed in Japan 5 September 1996

This is an active noise cancellation silencer adapted to be mounted on
an air duct. The silencer includes a noise detecting microphone and a loud-
speaker for delivering a noise cancellation signal and a vibration shield
between the microphone and the wall of the duct, to reduce transmission of
vibration through the duct wall to the microphone.—CJR

6,047,794

43.50.Ki VIBRATION DAMPER FOR USE IN WHEEL
BRAKE

Yukio Nishizawa, assignor to Sumitomo Electric Industries,
Limited

11 April 2000 „Class 188Õ73.36…; filed in Japan 19 December 1996

This represents an addition to United States Patent 5,960,912 in which
automobile brake squeal is suppressed using an active vibration control
system. A piezoelectric sensor is used to detect the vibration and a piezo-
electric actuator is used to reduce the vibration using a feedback controller.
As the brake pads wear, the relationship between the signal applied to the
actuator and the resultant vibration changes. It is proposed that this relation-
ship be measured on a periodic basis by applying a known signal to the
actuator and examining the response of the sensor. This transfer function is
then incorporated into the control system.—KPS

6,039,139

43.50.Lj METHOD AND SYSTEM FOR OPTIMIZING
COMFORT OF AN OCCUPANT

David S. Breed et al., assignors to Automotive Technologies
International, Incorporated

21 March 2000„Class 180Õ271…; filed 5 May 1992

This far-reaching patent describes a system for determining the pres-
ence and position of a vehicle occupant. Ultrasonic and laser systems are
proposed for this purpose. This information would be used for numerous
applications, including optimization of the vehicle’s stereo system, as a
component of an active noise control system~localized control at the occu-
pants ears!, control of headlight glare from other vehicles, and control of air
bag deployment.—KPS

6,042,338

43.50.Lj DETUNED FAN BLADE APPARATUS AND
METHOD

Perry W. Brafford et al., assignors to AlliedSignal, Incorporated
28 March 2000„Class 416Õ203…; filed 8 April 1998

This patent describes a method of detuning fan blades of the type
found in turbofan engines. In order to minimize stall flutter the mistuned
blades are installed in the blade row so that each blade alternates with

another blade having a slightly different resonant frequency. The tuning is
accomplished through the creation of recessed areas160 and 170 and 340
and350, yielding a difference in resonant frequencies of about 0.5%.—KPS

6,044,818

43.50.Lj VIBRATION DAMPENER FOR INTERNAL
COMBUSTION ENGINES

Julian A. Decuir, assignor to Almarv LLC
4 April 2000 „Class 123Õ192.1…; filed 26 August 1998

To suppress vibration between the connecting rod and crankshaft of an
internal combustion engine a vibration absorber, consisting of two pieces6a
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and6b, is positioned in a recessed annulus. Arrangements are described for
both in-line and V-type engines.—KPS

6,047,677

43.50.Lj INTAKE SYSTEM WITH NOISE REDUCTION
STRUCTURE

Tae-joung Kim, assignor to Hyundai Motor Company
11 April 2000 „Class 123Õ184.55…; filed 14 December 1998

An air intake system for an automobile engine which is designed to
reduce the propagation of combustion noise back through the air inlet is
described. The air inlet1 is connected to the surge tank2 via a straight tube

3 and a tube of variable length4. The length of this tube is adjusted accord-
ing to the speed of the engine. Sound propagating towards the inlet thus
follows two paths, one of which is adjusted so that phase cancellation occurs
at the inlet. Exactly how this occurs over a bandwidth from 100 Hz to 1.6
kHz is not clear.—KPS

6,056,611

43.50.Lj INTEGRATED INDUCTION NOISE
SILENCER AND OIL RESERVOIR

Ian G. Houseet al., assignors to Brunswick Corporation
2 May 2000„Class 440Õ88…; filed 13 May 1999

The oil reservoir for an outboard engine is shaped and positioned so
that it acts as an acoustic barrier to noise emanating from the engine’s
throttle bodies.—KPS

6,039,009

43.55.Dt ENGINE-OPERATED GENERATOR

Tadafumi Hirose, assignor to Honda Giken Kogyo Kabushiki
Kaisha

21 March 2000„Class 123Õ2…; filed in Japan 24 July 1997

An acoustic enclosure intended for use with a portable gas-powered
electrical generator consists of multiple compartments which are arranged to
allow for efficient cooling as well as noise reduction. The heat-generating
components are within one compartment which is ventilated for cooling.
Other components are in another compartment to enable noise reduction and
protection from the heat sources.—KPS

5,992,561

43.55.Ev SOUND ABSORBER, ROOM AND
METHOD OF MAKING

Larry B. Holben and Daniel M. Beam, assignors to Kinetics Noise
Control

30 November 1999„Class 181Õ295…; filed 6 January 1998

This sound absorber is a triangular panel of glass fiber that is designed
and fabricated to hang in the corner of a room. This creates an airspace
behind the panel at an efficient location for absorbing sound, especially
low-frequency energy.—CJR

6,041,125

43.55.Ev ACTIVE ACOUSTIC WALL

Masaharu Nishimura et al., assignors to Mitsubishi Jukogyo
Kabushiki Kaishal; United Technologies Corporation

21 March 2000„Class 381Õ71.4…; filed in Japan 15 August 1996

The wall has sound pressure detectors provided within respective cells
so that a detected signal acts to vibrate an oscillation plate in the cell. The
surface of the active wall is a porous material and, due to the oscillations of
an oscillator in each cell, the sound pressure on the surface of the porous
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material is minimized at all frequencies. The proposed application of this
device is for sound-absorbing nacelles or casings for jet aircraft engines,
fans or compressors, or even for ordinary sound-absorbing room walls.—
CJR

6,057,254

43.55.Ev PROCESS FOR MANUFACTURE OF AN
ACOUSTIC PANEL AND ACOUSTIC PANEL
WITH SANDWICH CONSTRUCTION

Klaus Bender et al., assignors to Wilhelmi Werke AG
2 May 2000„Class 442Õ374…; filed in Germany 10 January 1996

The patent describes a dimensionally stable and fireproof acoustic
panel with an underlying structural panel covered on one side or both sides
by an absorptive cover panel. The acoustic panel in this sandwich construc-
tion can be a structural element for sound absorbing ceilings.—CJR

6,073,722

43.55.Pe ANECHOIC ROOM FOR THE ENTIRE
AUDITORY RANGE

Gerhard Babuke et al., assignors to Fraunhofer Gesellschaft zur
Foerderung der angewandten Forschung E.v.

13 June 2000„Class 181Õ30…; filed in Germany 4 September 1997

This anechoic room uses low-frequency composite plate resonators
that are designed to absorb sound, in particular, below 100 Hz. The absorb-
ers are provided with inside plates made of metal or heavy foil. The treat-
ment has a constant depth of less than 0.25 m, and the resulting surface of
the room is planar. Resonators with thicker plates are tuned to lower fre-
quencies, and these are located toward the corners of the room.—CJR

6,024,190

43.55.Ti ACOUSTICAL BARRIER WITH RIBBED
DECOUPLER

Kenneth T. Ritzema, assignor to Cascade Engineering,
Incorporated

15 February 2000„Class 181Õ286…; filed 7 January 1998

For a motor vehicle firewall between the engine compartment and
passenger area, the special ribbed inner core allows greater separation and
decoupling between the opposite plates, more void space between the plates,

and fewer points of contact. It is claimed that these features give greater
isolation performance.—CJR

6,065,717

43.55.Ti NOISE ATTENUATING WALL ELEMENT

Klaus Boock, assignor to DaimlerChrysler Aerospace Airbus
GmbH

23 May 2000„Class 244Õ1N…; filed in Germany 21 December 1996

This is a wall element with noise-attenuating characteristics that is
suitable for use as an aircraft cabin interior panel element to be mounted
directly on the aircraft fuselage structure. The wall panel includes a rigid
lightweight composite core between two cover layers, and an outer layer
spaced away from one of the covers. The core and the two outer cover layers
are air permeable in a direction through the thickness of the panel but the
outer layer is not. This outer layer is attached to the fuselage.—CJR

6,077,613

43.55.Ti SOUND INSULATING MEMBRANE

Walter J. Gaffigan, assignor to The Noble Company
20 June 2000„Class 428Õ442…; filed 12 November 1993

This patent describes a sound-insulating membrane and the process for
forming it. The membrane comprises at least two layers: a backing layer and
a layer of nonfoam polymeric material. The membrane is intended for use
primarily as an underlayment for ceramic tile floors to provide a separation
for impact noise. The membrane has a thickness of less than about 0.150 in.
It is thought that the membrane assists in improving isolation because the
sound energy is dissipated laterally in the polymeric matrix, which is rela-
tively flexible and elastic, at least at a microscopic level.—CJR

6,072,884

43.66.Ts FEEDBACK CANCELLATION APPARATUS
AND METHODS

James Mitchell Kates, assignor to AudioLogic Hearing Systems
LP

6 June 2000„Class 381Õ318…; filed 18 November 1997

The system described is said to produce, without introducing audible
artifacts, an additional 10 dB of stable gain relative to a hearing aid not
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having feedback cancellation. When the hearing aid is turned on, the coef-
ficients of a first adaptive filter are designed using a white noise probe signal
to model the components of the hearing aid feedback path that are assumed
to stay relatively constant during use. When the hearing aid becomes un-
stable due to sudden changes, the parameters of a second adaptive filter are
varied rapidly without a probe signal to provide instantaneous corrections to
the feedback path model. The feedback model signal is subtracted from the
hearing aid output signal to form a compensated audio output. The two
filters are shown cascaded in various configurations with a short fixed
delay.—DAP

6,068,589

43.66.Ts BIOCOMPATIBLE FULLY IMPLANTABLE
HEARING AID TRANSDUCERS

Armand P. Neukermans, Palo Alto, California
30 May 2000„Class 600Õ25…; filed 14 February 1997

A phased array of at least two microphones, intended to reduce envi-
ronmental noise, is implanted with a signal processor subcutaneously. The
mechanical vibrations of a microactuator stimulate the inner ear fluid di-
rectly with a displacement in response to the applied electrical signal.—
DAP

6,069,963

43.66.Ts HEARING AID WHEREIN THE DIRECTION
OF INCOMING SOUND IS DETERMINED BY
DIFFERENT TRANSIT TIMES TO MULTIPLE
MICROPHONES IN A SOUND CHANNEL

Raimund Martin and Joseph Sauer, assignors to Siemens
Audiologische Technik GmbH

30 May 2000„Class 381Õ313…; filed in Germany 30 August 1996

A directional hearing aid having at least two microphones in a sound
channel is said to provide effective shielding from electromagnetic noise
fields and improved protection against contaminates entering the sound in-

lets. To form a variable directional characteristic, the microphones may be
interconnected in pairs, each of which operate over a selected portion of the
audio frequency range.—DAP

6,078,675

43.66.Ts COMMUNICATION SYSTEM FOR USERS
OF HEARING AIDS

Jan Bowen-Nielsen and Ole Winberg, assignors to GN Netcom
AÕS

20 June 2000„Class 381Õ331…; filed in Denmark 18 May 1995

A system is described for a hearing aid wearer to communicate with a
mobile telephone located at a distance from the hearing aid. A headset with
a microphone is coupled via a cable to a mobile telephone. The headset,
which may have an added induction coil, is in close proximity to the hearing
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aid for inductive coupling via tele-coil. Alternatively, a direct electrical
coupling connection may be used between the hearing aid and headset. Both
environmental noise and electromagnetic interference produced in the hear-
ing aid are said to be reduced.—DAP

6,072,885

43.66.Ts HEARING AID DEVICE INCORPORATING
SIGNAL PROCESSING TECHNIQUES

Thomas G. Stockham, Jr.et al., assignors to Sonic Innovations,
Incorporated

6 June 2000„Class 381Õ321…; filed 8 July 1994

A hearing aid signal processor is comprised of a bank of 12 to 15
bandpass filters, each associated with a separate AGC function. The AGC
circuit outputs are summed and may be divided into low-frequency and

high-frequency processing channels. In one implementation, the output of
the two summers drive two hearing aid receivers designed to have maximum
efficiency at low and high frequencies, respectively.—DAP

6,075,869

43.66.Ts DIRECTIONAL MICROPHONE ASSEMBLY

Mead C. Killion et al., assignors to Etymotic Research,
Incorporated

13 June 2000„Class 381Õ313…; filed 31 December 1996

A small microphone capsule for use in an in-the-ear hearing aid has
two openings to form a directional system. The module contains both an
omni-directional and a directional microphone element and has electronics
and acoustical damping to provide omni-directional and directional operat-

ing modes in conjunction with a wearer-operated switch. An equalization
network within the capsule produces the same sensitivity/frequency re-
sponse from the microphone system in both operating modes.—DAP

6,038,533

43.72.Ar SYSTEM AND METHOD FOR SELECTING
TRAINING TEXT

Adam Louis Buchsbaum and Jan Pieter VanSanten, assignors to
Lucent Technologies, Incorporated

14 March 2000„Class 704Õ260…; filed 7 July 1995

The patent describes a technique for selecting specific utterances from
a large database which meet chosen criteria for training a recognition sys-
tem. A training feature system is, in the preferred embodiment, geared
mainly for selecting utterances by prosodic characteristics. Other features
can also be used. The system creates factor matrices which represent the
makeup of the utterance database in a compressed format. A full-rank
submatrix is formed from the union of factor matrices for the chosen divi-
sions of the database. This allows a small number of utterances to be located
which meet the desired training criteria.—DLR

6,041,296

43.72.Ar METHOD OF DERIVING
CHARACTERISTICS VALUES FROM A
SPEECH SIGNAL

Lutz Welling and Hermann Ney, assignors to U.S. Philips
Corporation

21 March 2000„Class 704Õ209…; filed in Germany 23 April 1996

This is an automatic method of extracting formant frequency informa-
tion from a database of speech segments. The resulting formant data could
be used by either a recognition system or a formant synthesizer. Formants
are extracted by segmenting in frequency a linear prediction spectrum, and
then computing the first three autocorrelation coefficients from each spectral
segment. Dynamic programming is used to find both the spectral segmenta-
tion and the time boundaries of speech segments suitable for synthesis.—
DLR

SOUNDINGS

2708 2708J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Reviews of Acoustical Patents



6,044,342

43.72.Ar SPEECH SPURT DETECTING APPARATUS
AND METHOD WITH THRESHOLD ADAPTED
BY NOISE AND SPEECH STATISTICS

Nobuki Sato et al., assignors to Logic Corporation
28 March 2000„Class 704Õ233…; filed in Japan 20 January 1997

This speech/nonspeech discriminator seems to use a fairly typical ap-
proach based on measurement of the energy variance during the detected
speech and nonspeech intervals. A typical holdover time is allowed after a

speech interval, before the discriminator switches to a nonspeech
determination.—DLR

6,044,345

43.72.Ar METHOD AND SYSTEM FOR CODING
HUMAN SPEECH FOR SUBSEQUENT
REPRODUCTION THEREOF

Raymond N. J. Veldhuis, assignor to U.S. Phillips Corporation
28 March 2000„Class 704Õ261…; filed in European Patent Office 18

April 1997

This speech coding system begins by extracting formant poles from a
typical all-pole analysis. The residue remaining after formant extraction and
lip radiation correction is used to fit to a Rosenberg or Liliancrats-Fant
glottal pulse model, using a phase continuity constraint. The patent de-
scribes an efficient method of computing the fit to the glottal pulse model.—
DLR

6,052,662

43.72.Ar SPEECH PROCESSING USING MAXIMUM
LIKELIHOOD CONTINUITY MAPPING

John E. Hogden, assignor to Regents of the University of
California

18 April 2000 „Class 704Õ256…; filed 30 January 1997

The relationship between speech sounds and articulator~vocal tract!
shapes is known to be a one-to-many mapping and, as such, has not been
useful in recognition or other applications which could benefit from the

articulator descriptions. This patent describes a method of generating se-
quences of pseudo-tract shapes based on a probabilistic model constrained
by shape continuity measures. The figure shows a continuity map consisting
of equiprobability ellipses around each of several symbols in an abstract
n-dimensional pseudo-articulator space. The curve is a maximum-likelihood
pathway from point A, through point B, to point C.—DLR

6,047,254

43.72.Ar SYSTEM AND METHOD FOR
DETERMINING A FIRST FORMANT ANALYSIS
FILTER AND PREFILTERING A SPEECH SIGNAL
FOR IMPROVED PITCH ESTIMATION

Mark A. Ireton and John G. Bartkowiak, assignors to Advanced
Micro Devices, Incorporated

4 April 2000 „Class 704Õ209…; filed 15 May 1996

This voice pitch analyzer performs an initial order-2 linear prediction
~LPC! analysis to determine an effective first formant frequency. Multiple
short-window order-2 LPC analyses are performed within each speech
frame. An F1 center frequency is chosen which minimizes the remaining
frame energy. Following removal of that formant, an autocorrelation is done
for selected delays to determine the pitch estimate value for the frame.—
DLR

6,041,299

43.72.Bs APPARATUS FOR CALCULATING A
POSTERIOR PROBABILITY OF PHONEME
SYMBOL, AND SPEECH RECOGNITION
APPARATUS

Mike Schuster and Toshiaki Fukada, assignors to ATR
Interpreting Telecommunications Research Laboratories

21 March 2000„Class 704Õ232…; filed in Japan 11 March 1997

This speech recognizer training system accepts three sequential frames
of mel cepstral feature data and a training phonemic code symbol corre-
sponding to the middle feature vector. Each of the forward and backward
feature vectors are applied to a recurrent neural network, which has extra
input nodes fed by the previous state of the hidden layer. The outputs of the
forward and backward networks, along with the middle frame vector data
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and the training phoneme symbol, are applied to the inputs of another neural
network, a standard feedforward NN with a single hidden layer. The output
is a set ofa posteriori probability values, one for each of the phoneme
symbols, given a particular set of three feature vectors.—DLR

5,828,755

43.72.Ew METHOD AND DEVICE FOR PROCESSING
SIGNALS

Eric Edmond Feremans of Kortrijk, Belgium and Francis De
Smet of Brugge, Belgium

27 October 1998„Class 381Õ61…; filed 28 March 1995

This device is described as a signal enhancer or noise reducer. The
incoming signal is bandpass filtered to a range of roughly 3500 to 7000 Hz.
A harmonic generator, which is not described, operates in some manner on
the input signal and produces high-frequency harmonics above 7000 Hz.
These are mixed back into the filtered signal. It is not clear what type of
signals the device is intended for. The frequency pass band is clearly too
high to be of interest for speech.—DLR

6,040,831

43.72.Ew APPARATUS FOR SPATIALLY
CHANGING SOUND WITH DISPLAY LOCATION
AND WINDOW SIZE

Shinsuke Nishida, assignor to Fourie, Incorporated
21 March 2000„Class 345Õ340…; filed in Japan 13 July 1995

This procedure offers a way to combine multiple sound tracks, each
describing a particular object or image, such as in an Internet window pre-
sentation. An audio volume control is provided for each track so that each

component is mixed according to the current size of the display window and
whether that window is on top of the display sequence or partially covered
by another window. As the display is changed, the accompanying audio
changes dynamically.—DLR

6,041,290

43.72.Ew METHOD OF ADAPTIVELY ADJUSTING
THE COEFFICIENTS OF A DIGITAL FILTER
IN AN ECHO CANCELLER

Hans Juergen Matt et al., assignors to Alcatel
21 March 2000 „Class 702Õ191…; filed in Germany 15 November

1996

The patent describes a fairly typical arrangement of an adaptive finite
impulse response filter to the task of echo cancellation in a telephone sys-
tem. Two such adaptive FIR filters are provided, one computing a compen-
sating signal which is added to the outgoing line signal, the second compen-
sates an internal feedback term which alters the microphone signal before it
is presented to the first FIR filter.—DLR

6,044,147

43.72.Ew TELECOMMUNICATIONS SYSTEM

Michael Peter Hollier, assignor to British Telecommunications
public limited company

28 March 2000„Class 379Õ338…; filed 16 May 1996

This voice processor for use in a communications system cleans up the
signal by recognizing it as a speech signal and resynthesizing the recognized
voice. The recognizer is a known hidden Markov model decoder, used as a
large-vocabulary word recognizer. As each word is recognized, ‘‘a generic
original-sound waveform can then be selected from memory.’’ In a pre-
ferred embodiment, the recognizer is based on a vocal tract model, such that
only valid vocal tract configurations are recognized. All other sounds are
ignored by the system.—DLR

6,044,340

43.72.Ew ACCELERATED CONVOLUTION NOISE
ELIMINATION

Hugo Van Hamme, assignor to Lernout & Hauspie Speech
Products N.V.

28 March 2000„Class 704Õ226…; filed 21 February 1997

Additive noise components, such as background sounds, are relatively
easy to remove from a speech signal using well-known methods such as
adaptive filters or spectral subtraction. Convolution noise components, such
as a microphone characteristic, are not removed by such methods. This
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patent describes a method based on log-spectral filtering, which can remove
such convolution noise components. The log power spectrum is smoothed
according to convexity and cepstral band constraints, leaving a residue
which represents the noise component in the log-power domain.—DLR

6,044,341

43.72.Ew NOISE SUPPRESSION APPARATUS AND
RECORDING MEDIUM RECORDING
PROCESSING PROGRAM FOR PERFORMING
NOISE REMOVAL FROM VOICE

Hidetaka Takahashi, assignor to Olympus Optical Company
Limited

28 March 2000„Class 704Õ226…; filed in Japan 16 July 1997

This speech noise reduction system performs a spectral subtraction
based on an estimation of the noise component following a voicing deter-
mination of the input signal. The frame classification is described as

‘‘voice’’ versus ‘‘non-voice,’’ with the average of several non-voice frames
being used to estimate the background noise. It is not clear how unvoiced
speech frames are treated.—DLR

6,049,766

43.72.Ew TIME-DOMAIN TIME ÕPITCH SCALING OF
SPEECH OR AUDIO SIGNALS WITH
TRANSIENT HANDLING

Jean Laroche, assignor to Creative Technology Limited
11 April 2000 „Class 704Õ216…; filed 7 November 1996

This speech rate/pitch modification system fragments the incoming
speech signal and computes cross-correlations over certain limited ranges of
delay values. A set of recombination heuristics takes into account the cur-

rent time discrepancy between the actual playback and the desired change,
together with several measures of suitability for rejoining the fragments,
including minimizing transients of periodicity or signal amplitude.—DLR

6,052,462

43.72.Gy DOUBLE TALK DETECTION AND ECHO
CONTROL CIRCUIT

Youhong Lu, assignor to Tellabs Operations, Incorporated
18 April 2000 „Class 379Õ410…; filed 10 July 1997

This is a typical echo canceller using an adaptive FIR error correction
filter, with the novelty being in the method by which the adaptation is
restricted to the incoming signal. Well-known methods typically involve
detecting silent intervals in the near-end speech, during which the adaptor

may be run. In this device, the incoming line signal is filtered to remove the
low band on which the outgoing signal is transmitted. This effectively iso-
lates incoming and outgoing signals, allowing the adaptor to run continu-
ously, but still see only the incoming signal.—DLR

6,047,255

43.72.Ja METHOD AND SYSTEM FOR PRODUCING
SPEECH SIGNALS

Robert Alan Williamson, assignor to Nortel Networks
Corporation

4 April 2000 „Class 704Õ212…; filed 4 December 1997

This voice response system, suitable for reproducing a small vocabu-
lary, uses what might be called a ‘‘di-word’’ method. For each defined
word, a central fragment is stored, along with a matrix of begin/end frag-

ments for each stored word pair. An utterance is constructed by rejoining
word and begin/end fragments as required, resulting in a smooth, high-
quality output signal.—DLR
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6,049,604

43.72.Ja TELEPHONE DIALER HAVING AT LEAST
ONE SPEECH SYNTHESIZER PROCESSOR

James Lin, assignor to Winbond Electronics Corporation
11 April 2000 „Class 379Õ355…; filed 23 June 1997

The device described here is a small, hand-held dialer unit, suitable for
placement over a telephone mouthpiece and used to initiate a phone connec-
tion to one or more specific parties. Because some called parties may require
a combination of DTMF tone pulses and specific spoken messages, the
dialed unit integrates the two, and can reproduce any sequence of either
DTMF tones or any audio signal, such as a voice message or a background
music selection.—DLR

6,052,367

43.72.Ja CLIENT-SERVER SYSTEM

Ronald John Bowater et al., assignors to International Business
Machines Corporation

18 April 2000 „Class 370Õ352…; filed in the United Kingdom 29
December 1995

This patent describes a voice response system~VRS! which may be
attached to a world-wide web server in order to convert selected messages
from visual display to voice message generation. A VRS database provides
synthesis controls and vocabulary information as required for the synthesis.
Generated voice packets are formatted in a way suitable for transmission to
the web client system, where the voice messages will be played back by the
client system.—DLR

6,038,535

43.72.Ne SPEECH CLASSIFIER AND METHOD
USING DELAY ELEMENTS

William Michael Campbell, assignor to Motorola, Incorporated
14 March 2000„Class 704Õ275…; filed 23 March 1998

The introductory sections of this patent argue that, for most recogni-
tion systems, the training data is not adequately ordered. It is not clear
whether the units to be ordered are feature vectors or utterances or some
combination of these. It does not help that some terms are redefined. For
example, a ‘‘class structure’’ is defined to mean a vector. The discussion
then uses both terms, ‘‘vector’’ and ‘‘class structure.’’ A series of delay
elements is provided to help rearrange the order in which training items are
processed. Acoustic feature elements are expanded using a polynomial ex-
pansion of up to fourth order.—DLR

6,041,300

43.72.Ne SYSTEM AND METHOD OF USING PRE-
ENROLLED SPEECH SUB-UNITS FOR
EFFICIENT SPEECH SYNTHESIS

Abraham Poovakunnel Ittycheriah and Stephane Herman Maes,
assignors to International Business Machines Corporation

21 March 2000„Class 704Õ255…; filed 21 March 1997

This hands-free voice dialer uses a well-known hidden-Markov-
model-based Viterbi decoder arrangement to recognize input words as se-
quences of phonetic unit codes~here called ‘‘lefemes’’!. The lefeme string
is compared to a small set of trained words corresponding to commands and
names of parties to be dialed. The word database provides the ideal lefeme

string for the best-matching word, a lefeme time alignment value, and pitch,
duration, and energy values. The lefeme database provides a speech wave-
form segment from which the recognized word may be resynthesized.—
DLR

6,044,337

43.72.Ne SELECTION OF SUPERWORDS BASED
ON CRITERIA RELEVANT TO BOTH SPEECH
RECOGNITION AND UNDERSTANDING

Allen Louis Gorin et al., assignors to AT&T Corporation
28 March 2000„Class 704Õ1…; filed 29 October 1997

The performance of this large-vocabulary speech recognizer is im-
proved by scanning the training utterances for repeated word sequences, or
phrases, referred to as ‘‘superwords.’’ The superwords are then treated as
separate vocabulary items. Overall recognition rate improves because over-
all vocabulary size is reduced, and the use of superwords essentially in-
creases the overall constraints of sequential word probabilities.—DLR

6,044,343

43.72.Ne ADAPTIVE SPEECH RECOGNITION WITH
SELECTIVE INPUT DATA TO A SPEECH
CLASSIFIER

Lin Cong and Safdar M. Asghar, assignors to Advanced Micro
Devices, Incorporated

28 March 2000„Class 704Õ236…; filed 27 June 1997

This isolated-word speech recognition system begins with a typical
linear prediction analysis, followed by extraction of line spectral pairs
~LSPs!. LSP coefficients are grouped by signal-to-noise ratio values and by
time-sequential frames into a feature matrix. The feature matrices are quan-
tized using a fuzzy classifier to assign weights to the matrix elements. The
resulting matrix of weights is known as a fuzzy matrix quantizer~FMQ!,
and is used to drive a typical HMM-based Viterbi decoder.—DLR
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6,047,256

43.72.Ne DEVICE FOR GENERATING A
REFERENCE PATTERN WITH A CONTINUOUS
PROBABILITY DENSITY FUNCTION
DERIVED FROM FEATURE CODE OCCURRENCE
PROBABILITY DISTRIBUTION

Shinji Koga et al., assignors to NEC Corporation
4 April 2000 „Class 704Õ256…; filed in Japan 9 February 1988

This speech recognizer training system seems to be a sort of brute-
force hidden Markov model~HMM ! generator. There is no specific mention
of HMM techniques. What is described is a method for constructing a state
transition network of probability distributions, where each distribution is
represented by a Gaussian density function. Such a state transition model is
generated for each word to be stored in the recognizer memory.—DLR

6,049,768

43.72.Ne SPEECH RECOGNITION SYSTEM WITH
IMPLICIT CHECKSUM

Randy G. Goldberg and John Bruce Harlow, assignors to AT&T
Corporation

11 April 2000 „Class 704Õ273…; filed 3 November 1997

Access to customer information, such as banking records, has pro-
gressed from the efforts of a human operator, through DTMF tone entry, to
current systems which allow voice entry of the account number or other
such sequence. However, the accuracy of voice recognition leaves some-
thing to be desired. To solve this problem, the method described in this
patent adds a checksum to the customer’s spoken account number. When a
possible account number has been identified, the checksum for that account
is tested against the recognized checksum to verify correct access.—DLR
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Effects of the speed of moving noise sources on the sound
visualization by means of moving frame acoustic holography

Soon-Hong Park and Yang-Hann Kima)

Center for Noise and Vibration Control (NOVIC), Department of Mechanical Engineering,
Korea Advanced Institute of Science and Technology (KAIST), Science Town, Taejon 305-701, Korea

~Received 18 May 1999; revised 25 August 2000; accepted 9 September 2000!

The moving frame acoustic holography~MFAH! method@H.-S. Kwon and Y.-H. Kim, J. Acoust.
Soc. Am.103, 1734–1742~1998!# enables the visualization of noise generated by moving noise
sources, e.g., moving vehicles, by using a line array of microphones affixed to the ground. However,
the sound field of a moving noise source has amoving effect, which produces the wavefront
distribution different from what would be generated by the source if it were not moving. The
moving effect causes errors on the reconstructed hologram by means of MFAH. This paper studies
this effect with regard to the speed of noise sources. A formula, which can show the effect, was
derived. This enables the analysis of the effect not only on the hologram plane but also on a
prediction plane. It was shown that the phase error is more undesirable than that of magnitude. The
phase error, which is proportional to the speed of a noise source, shifts the position of noise sources
and distorts radiation pattern. A theoretical investigation explicitly showed that the error is
negligible for low Mach number (M,0.1). Furthermore, the phase error can be reduced by
introducing acorrection factor. Several numerical examples illustrate the feasibility of the proposed
correction method for low Mach number. ©2000 Acoustical Society of America.
@S0001-4966~00!02412-7#

PACS numbers: 43.20.2f, 43.35.Sx, 43.60.Sx@ANN#

I. INTRODUCTION

Acoustic holography provides all acoustic variables in-
cluding sound pressure, particle velocity, acoustic intensity,
and power. However, if we try to apply acoustic holography
to the noise generated by moving noise sources, we must be
able to measure the pressure on the moving plane affixed to
the noise sources. This requires a very complex measurement
system, e.g., a plane array of microphones, and therefore
limits the practical applicability of acoustic holography to
the case of moving noise sources. A line array of micro-
phones standing on the ground is obviously more practical
than a plane array of microphones affixed to moving noise
sources.

References 1–10 are examples that use a line array of
microphones standing on the ground. The main objective of
these examples is to localize the noise sources of high-speed
trains. However, these cannot provide practically valuable
acoustic variables such as pressure and intensity distribution
of the train noise under investigation. This is simply because
they estimate a beamforming power on an assumed source
plane. Recently proposed moving frame acoustic holography
~MFAH!11,12 can overcome this drawback. The method uses
a line array of microphones, which continuously sweeps a
sound field and produces the hologram of the scanned plane.
A practical implementation can be done by simply installing
a line array of microphones on the ground. This method has
enabled us to visualize the noise generated by moving
sources based on acoustic holography.

The movement of a noise source induces a change of
wavefront distribution of the radiated sound field. This can
be readily understood by comparing the sound field of a

moving monopole and that of a stationary monopole. It is
straightforward to realize that the wavefronts are closer to-
gether in the forward direction than they would be if the
source were stationary. Therefore, the measured sound field
by the microphone on the ground has an inherent error. The
original radiation pattern and the position of the noise
sources cannot be observed. We attempt to study this error
and the way to reduce the error. The previous studies12–14

have not considered this kind of error explicitly.
A theoretical investigation is based on the assumption

that we can express the sound field due to moving surface
sources as a superposition of simple waves.15,16This enables
us to express the magnitude and the phase errors due to the
moving effecton the hologram and the prediction plane ex-
plicitly. The analysis shows that the errors are mainly depen-
dent on the speed of a noise source. It also assures the prac-
tical value of MFAH by showing that the errors are
negligible if the speed of moving noise sources is much
smaller than the speed of sound (M,0.1). This paper also
explains a way of reducing the phase error on a hologram
and a predicted sound field. Several numerical examples
demonstrate the feasibility of a proposedcorrection method
with regard to the speed of noise sources.

II. EFFECTS OF MOVING NOISE SOURCES ON THE
HOLOGRAM

A. Sound field generated by a moving surface source
in terms of moving monopole distribution 15,16

We assume that the sound field generated by a moving
surface satisfies the homogeneous wave equation since
acoustic holography deals only with sound propagation. The
moving surface source is assumed to be in rectilinear motion
with low speed@uh5(u,0,0)#, which is much less than thea!Electronic mail: yhkim@mail.kaist.ac.kr
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speed of sound. This assumption is reasonable because the
major application field of MFAH is low-speed moving
sources. We also assume that a line array of microphones~an
observer! measures the acoustic pressure due to the moving
surface source in the far field. Notice that, in most cases, the
hologram of moving source by means of MFAH is allowed
to be measured in the far field. Then, the sound field of a
moving surface source can be modeled by the distribution of
monopoles on the moving surface,15,16 that is

p~X;t !5E
S

1

4pR

q8~Ye;t!

Ae G
t5t*

dS, ~1!

whereq8(Ye;t) denotes source strength on the surfaceS, t
represents the emission time~when a source emits sound!,
and t is the observation time~when an observer receives the
sound!. X and Ye are the position vectors in the reference
coordinate@(X,Y,Z)# affixed to the ground, where super-
script e means a variable at the emission time~see Fig. 1!.
R[uRu5uX2Yeu is the distance between the observer and
the source at the emission time. Notice thatS denotes the
virtual radiating moving surface,15 which is described by
f (Ye;t* )50 (t* 5t2R/c) ~Fig. 1!. f is a function that de-
scribes the moving surface.Ae5A11Mn

222Mn cosF is the
amplitude modification factor due to the movement of the
surface, whereMn[uvnu/c (vn is the surface normal veloc-
ity! is the local Mach number. Notice thatvn is sum of ve-
locities due to surface vibration and surface translation;F is
the angle betweenR and surface normal vectorn ~Fig. 1!. It
is noteworthy thatAe modifies the strength of monopole on
the surface so that the surface shape can be considered. For
example, when the direction of propagation (R) coincides
with that of the surface normal vector (n) (F50), 1/Ae has
a maximum value. When the direction ofR is opposite ton
(F5p), 1/Ae has a minimum value. See Refs. 15 and 16 for
the detailed derivation of Eq.~1!.

A discrete form of Eq.~1! clearly expresses the distri-
bution of monopoles on the moving surfaceS. If one discri-
tizes Eq.~1!, then one can obtain

p~X50,Y,Z5zH ;t !5(
l

1

4pRl

ql~t!

Al
e G

t5t*

, ~2!

whereql(t)[q8(Y l
e ,t)dSdenotes the strength of monopole

on the surface. Subscriptl is introduced to denote infinite
monopoles on the surface

S (
l

[(
l 50

` D .

In Eq. ~2!, we assume that a stationary line array of micro-
phones atX5(X50,Y,Z5zH) measures the sound.Rl

[uRl u5uX2Y l
eu and Al

e5A11Mnl
2 22Mnl cosFl, where

Mnl is the local Mach number at the position of thelth
monoplole andF l is the angle betweenRl and surface nor-
mal vectornl at the position of thelth monoplole~see Fig.
2!. When the velocity due to the surface vibration is much
smaller than that due to the surface translation,Mnl

5M cos(Ql2Fl) can be assumed, whereM5u/c andQ l is
the angle betweenuh andRl ~Fig. 2!.

In practice, when the source emits sound, the relative
position between the noise source and the line array cannot
be observed. It must be observed when the line array re-
ceives the emitted sound~at the observation time!. There-
fore, it is reasonable to rewrite the measured pressure@Eq.
~3!# in terms of variables at the observation time~see Fig. 3!;
that is

p~X50,Y,Z5zH ;t !

5(
l

1

4pr lAl
o

qlS t2
r l$M cosu l1A12M2 sin2 u l%

c~12M2!
D .

~3!

FIG. 1. Position vectors indicating source distribution on the surfaceS and
an observer~a line array of microphones! in the reference coordinate. Note
that the reference coordinate is affixed to the ground. FIG. 2. Source distribution on the surfaceS can be regarded as the infinite

number of distributed moving monopoles. The figure shows position vectors
of distributed monopole sources and a line array of microphones in the
reference coordinate at the emission time. The monopole sources move
along with positiveX axis with uh5(u,0,0). Note that the line array of
microphones standing atX50, Z5zH .

FIG. 3. Position vectors of distributed monopole sources and a line array of
microphones in the reference coordinate at the observation time.
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Since the speed of noise source is much smaller than the
speed of sound (M!1), Eq. ~3! can be approximated as

p~X50,Y,Z5zH ;t !

5(
l

1

4pr lAl
o

ql S t2
r l

c
~11M cosu l ! D ~M!1!. ~4!

The detailed derivation of the argumentql can be found in
Appendix A. Note thatr l[ur l u5uX2Y l

ou denotes the dis-
tance between a microphone of the line array and thelth
monopole on the source surface at the observation time~Fig.
3!. The superscripto denotes a variable at the observation
time ~Fig. 3!. u l denotes the angle between the velocity vec-
tor (uh) andr l ~Fig. 3!. Amplitude modification factor can be
written as

Al
o>11M ~cosu l2a l cosf l ! ~M!1!, ~5!

wheref l is the angle betweenr l and surface normal vector
nl at the position of thelth monoplole anda l[cos(ul2fl).
~See Appendix B for the detailed derivation ofAl

o for M
!1.)

If the noise source emits a sound field of frequencyf h0

@this meansql(t)5qle
2 i2p f h0t], Eq. ~4! can be further sim-

plified as

p~X50,Y,Z5zH ;t !

5(
l

ql

4pr lAl
o
•e2 i2p f h0t1 ikr l (11M cosu l ) ~M!1!, ~6!

wherek52p f h0 /c.

B. Hologram by means of MFAH

MFAH uses three coordinate systems to describe the
relative motion between a noise source and a line array of
microphones,11,12 ~see Fig. 4!: The reference coordinate
@(X,Y,Z)# is always fixed to the ground. The measurement
coordinate@(xm ,ym ,zm)# is fixed to a line array of micro-
phones and moves with the velocityum . The hologram co-

ordinate@(xh ,yh ,zh)#, fixed to a noise source, moves with
the velocityuh . The two coordinates move in parallel and
their relative velocity isum/h5um2uh .

If we make a line array of microphones fixed to the
ground, then this is the case in which the measurement co-
ordinate does not move. This means that the velocity of the
measurement coordinate,um , is (0,0,0). Without the loss of
generality, we can assume that the measurement coordinate
coincides with the reference coordinate. When a noise source
moves, the hologram coordinate@(xh ,yh ,zh)# also moves
with the velocityuh , which is (u,0,0). Note that origins of
the hologram coordinate and the two fixed coordinates coin-
cide at t50. Since the reference coordinate@(X,Y,Z)# al-
ways coincides with the measurement coordinate@(X,Y,Z)
5(xm ,ym ,zm)#, we can denote p(X,Y,Z;t)5pm(xm ,
ym ,zm ;t), where pm is the pressure on the measurement
coordinate. Then, Eq.~6! can be expressed in the measure-
ment coordinate as

p~xm50,ym ,zm5zH ;t !

5(
l

ql

4pr lAl
o
•eikr l (11M cosu l )e2 i2p f h0t ~M!1!. ~7!

MFAH enables us to obtain the sound field on the holo-
gram coordinate@ph(xh ,yh ,zh ;t), whereph means the pres-
sure on the hologram coordinate# by using the relative coor-
dinate transformation;11,12 that is

xh5um/ht1xm , yh5ym , zh5zm , ~8!

whereum/h5um2uh52u. Then, the sound pressure mea-
sured by a microphone whose location is (xm50,ym ,zm

5zH) can be transformed into the sound pressure observed
on the hologram coordinate. The location is (xh5um/ht,yh

5ym ,zh5zH) ~see Fig. 4!. If we perform this procedure for
all microphones of the line array, the sound field on the
hologram coordinate can be obtained by11,12

ph~um/ht,yh ,zH ;t !5pm~0,ym ,zH ;t !. ~9!

Then, Eqs.~7! and ~9! lead us to

ph~um/ht,yh ,zH ;t !5(
l

ql

4pr lAl
o
•eikr l (11M cosu l )e2 i2p f h0t

5Ph~xh ,yh ,zH ; f h0!e2 i2p f h0t ~M!1!,

~10!

where

Ph~xh ,yh ,zH ; f h0!5(
l

ql

4pr lAl
o
•eikr l (11M cosu l ) ~11!

is the hologram of the moving source. Notice that this can be
readily obtained from the complex envelope of the measured
signal12 as well ~see Appendix C for the detailed explana-
tion!. r l5@(xh2xS,l)

21(yh2yS,l)
21(zH2zS,l)

2#1/2 repre-
sents the distance between the location of thelth monopole
source @(xS,l ,yS,l ,zS,l)# and a point on the hologram
@(xh ,yh ,zH), where xh5um/ht]. u l denotes the angle be-
tweenr l and thexh axis ~see Fig. 4!.

FIG. 4. Three coordinate systems used in MFAH~reference coordinate,
hologram coordinate that moves with the noise source, and measurement
coordinate that is fixed to the line array of microphone!. Relative coordinate
transformation enables us to transform the pressure on the measurement
coordinate@at (xm50, ym , zm5zH)] into the pressure on the hologram
coordinate@at (xh52ut1xm , yh5ym , zh5zH)]. Position vectors on the
obtained hologram are also shown.
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The errors on the hologram@Eq. ~11!# can be readily
interpreted if the true hologram of the noise source is intro-
duced. We define the true hologram as a sound-pressure dis-
tribution that will be radiated from the nonmoving noise
source. If we denote the true hologram by
Ph

true(xh ,yh ,zh ; f h0), it can then be expressed as

Ph
true~xh ,yh ,zH ; f h0!5(

l

ql

4pr l
eikr l

5(
l

Ph,l
true~xh ,yh ,zH ; f h0! ~12!

on the hologram coordinate, wherePh,l
true(xh ,yh ,zH ; f h0)

5qle
ikr l/4pr l ~for l 50,1,2,...) denotes the true hologram of

lth monopole. It is noteworthy that Eq.~11! at M50 reduces
to the true hologram.

Equations~11! and ~12! show the effect of a moving
noise source on a hologram explicitly,

Ph~xh ,yh ,zH ; f h0!5(
l

1

Al
o
•eiMkr l cosu lPh,l

true~xh ,yh ,zH ; f h0!

5(
l

~11MEl
o~xh ,yh ,zH!!

•eiMk(xh2xS,l )Ph,l
true~xh ,yh ,zH ; f h0!

5(
l

@11M ~2 ikxS,l1El
o~xh ,yh ,zH!!#

3eiMkxhPh,l
true~xh ,yh ,zH ; f h0!

(M!1), ~13!

where 1/Al
o>11M (cos(ul2fl)cosfl2cosul)[11MEl

o(xh ,
yh ,zH) @see Appendix D for a detailed explanation of
El

o(xh ,yh ,zH)] and cosul5i•r l /u iuur l u5(xh2xS,l)/r l . Re-
call thatxS,l denotes the location of thelth monopole on the
hologram coordinate~see Fig. 4 again! and e2 iMkxS,l is a
constant. A Taylor series expansion ofe2 iMkxS,l51

2iMkxs,l1••• is used to derive the third equality of Eq.~13!.
This equation states that the resulting errors on the hologram
can be obtained by the superposition of errors of each mono-
pole. The magnitude and the phase error of each monopole
can be represented byMEl

o(xh ,yh ,zH) and eiMkxh

3e2 iMkxS,n terms@see the second equality of Eq.~13!#. This
clearly states that errors are proportional to Mach number.

The errors on the hologram can be determined exactly if
distribution of the moving monopoles and the shape of the
surface can be specified. In this paper, we do not deal with
the way to distribute the monopoles to duplicate the sound
field of a moving source. Recall that our objective is to in-
vestigate the order of the errors on both a hologram and a
predicted plane in order to justify the use of MFAH for low-
speed moving sources. The influence of the errors on a pre-
dicted sound field is discussed in the next section.

III. EFFECTS ON A PREDICTED SOUND FIELD AND A
METHOD OF REDUCTION OF THE PHASE
ERROR

The errors expressed in the wave number domain could
provide an easier way to understand. The two-dimensional
spatial Fourier transform of Eq.~13! leads us to

FXY$Ph~xh ,yh ,zH ; f h0!%

5(
l

FXY$11M ~2 ikxS,l1El
o~xh ,yh ,zH!!%

** FXY$eiMkxhPh,l
true~xh ,yh ,zH ; f h0!% ~M!1!,

~14!

whereFXY and** denote the two-dimensional spatial Fou-
rier transform and two dimensional convolution~see Appen-
dix E for the definition of the spatial Fourier transform!. If
we denote a wave number spectrum byP9 , Eq. ~14! can be
written as

P9 h~kx ,ky ,zH ; f h0!

5(
l

P9 h,l
true~kx2Mk,ky ,zH ; f h0!1M(

l
$2 ikxS,l

1E9 l
o~kx ,ky ,zH!%** P9 h,l

true~kx2Mk,ky ,zH ; f h0!, ~15!

by using the shifting property of the Fourier transform. This
equation expresses the relation between the wave number
spectrum due to the moving noise source (P9 h) and the true
wave number spectrum of each monopole (P9 h,l

true). Equation
~15! has two terms: the first term, which has order of 1, is
more significant than the second term, which has order ofM.
The second term is small enough to be neglected whenM
!1. However, it is noteworthy that all true wave number
spectra of the monopole (P9 h,l

true, l 50,1,2,...) of thefirst term
of Eq. ~15! are shifted by thex-directional wave number,
Mk, simultaneously. This is due to the phase erroreiMkxh on
the hologram.

We can estimate the wave number spectrum on a pre-
diction plane by multiplying Eq.~15! by the kernel ~or
propagator! g9 (kx ,ky ,z2zH)5eikz(z2zH) ~where kz

5Ak22kx
22ky

2); that is,

FIG. 5. Simulation configuration for Figs. 6, 7, and 8. We assumed a line
array of microphones affixed to the ground. We used a moving monopole
~Figs. 6 and 7! and anx-directional moving dipole~Fig. 8!. The velocities of
the moving monopole and thex-directional moving dipole are 0.1 and 0.2 in
Mach number, respectively.
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P9 h~kx ,ky ,zp ; f h0!5P9 h~kx ,ky ,zH ; f h0!eikz(zp2zH)

5(
l

P9 h,l
true~kx2Mk,ky ,zH ; f h0!eikz(zp2zH)

1M(
l

@$2 ikxS,l1E9 l
o~kx ,ky ,zH!%

** P9 h,l
true~kx2Mk,ky ,zH ; f h0!#

3eikz(zp2zH) ~M!1!, ~16!

where z5zp denotes the prediction plane. The two-
dimensional inverse spatial Fourier transform of Eq.~16!

leads us to the sound field on the prediction plane. It is note-
worthy that the error tends to be zero whenM→0. Equation
~16! enables us to identify the effect of moving noise sources
on the predicted sound field. The phase error on the holo-
gram gives more undesirable effects than the magnitude error
on the predicted sound field. It comes from the shift of wave
number spectrum@P9 h,l

true(kx2Mk,ky ,zH ; f h0)#. Recall that a
wave number spectrum expresses the distribution of plane
waves that makes the sound field. The shifted wave number
spectrum means the change of the distribution of plane
waves. Thus, this will produce a distorted image that is dif-
ferent from what would be obtained if the source were sta-

FIG. 6. The reconstructed sound fields of a moving monopole by means of MFAH and their comparison with corrected and true ones. The distance between
the hologram and source plane wasl. Note that all figures are magnitude plots.~a! Erroneous hologram.~b! Wave number spectrum of the erroneous
hologram.~c! Reconstructed sound field on the source plane from the erroneous hologram.~d! Corrected hologram.~e! Wave number spectrum of the
corrected hologram.~f! Reconstructed sound field on the source plane from the corrected hologram.~g! True hologram.~h! Wave number spectrum of the true
hologram.~i! True sound field on the source plane.
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tionary. Notice that a change of the wave number inside the
radiation circle~propagating waves! normalized by its own
one (Mk/kx) is larger than that outside the radiation circle
~evanescent waves!. This means that the far-field measure-
ment will produce more erroneous results than the near-field
one. Only propagating wave components can be measured in
the far field.

However, the error due to the shifted wave number spec-
trum can be corrected by introducing a correction factor
e2 iMkxh. This can be readily obtained in practice if the speed
of noise source can be measured. The correction can be done
by simply multiplyinge2 iMkxh to the obtained hologram@Eq.
~13!#. The corrected wave number spectrum on the predic-
tion plane can be written as@compare this with Eq.~16!#

P9 h,corrected~kx ,ky ,zp ; f h0!

5(
l

P9 h,l
true~kx ,ky ,zH ; f h0!eikz(zp2zH)

1M(
l

@$2 ikxS,l1E9 l
o~kx ,ky ,zH!%

** P9 h,l
true~kx ,ky ,zH ; f h0!#eikz(zp2zH) ~M!1!. ~17!

Notice that we can recover the true wave number spectrum.
Then, the corrected sound field on the prediction plane can
be obtained by taking the two-dimensional inverse spatial
Fourier transform; that is,

Ph,corrected~xh ,yh ,zp ; f h0!

5Ph
true~xh ,yh ,zp ; f h0!1M(

l
E

2`

` E
2`

`

@$2 ikxS,l

1E9 l
o~kx ,ky ,zH!%** P9 h,l

true~kx ,ky ,zH ; f h0!#eikz(zp2zH)

3ei (kxxh1kyyh)dkx dky ~M!1! ~18!

where

Ph
true~xh ,yh ,zp ; f h0!5(

l
Ph,l

true~xh ,yh ,zp ; f h0!

5(
l
E

2`

` E
2`

`

P9 h,l
true~kx ,ky ,zH ; f h0!

3eikz(zp2zH)ei (kxxh1kyyh)dkx dky ~19!

denotes the true sound field on the prediction plane. Equation
~18! clearly expresses that the errors on the prediction plane
are proportional to the speed of the moving noise source.
Notice that the errors can be neglected whenM!1. This
justifies the use of MFAH to the low-speed moving noise
sources.

IV. NUMERICAL EXAMPLES

Next, we illustrate the effect of simple moving noise
sources on a hologram and a prediction plane by means of a
numerical simulation. We assumed that a monopole source,
which is located at the origin of the hologram coordinate,
moves along with the positiveX direction ~see Fig. 5!. Al-
though a moving monopole is the simplest of moving noise

sources, this demonstrates well the effect of the speed of
moving sources. Remember that the distribution of moving
monopoles expresses a general moving surface source. Note
that in the case of moving monopole, the magnitude modifi-
cation factor is Al

o5A12M2 sin2 ul ( l 50);17 therefore,
El

o(xh ,yh ,zH)5M sin2 ul /2, which can be neglected forM
!1. The speed of monopole~u! is 123 km/h (M50.1) and
its frequency is 450 Hz. We assumed that a fixed line array
of microphones measured the radiated sound field~see Fig.
5!.

The shortest distance between the line array of micro-
phones and the monopole~d, see Fig. 5! was l ~far-field

FIG. 7. The effect of distance between the source plane and the hologram
plane~d! on the reconstructed sound field on the source plane. All figures
are magnitude plots. Layout is the same as Fig. 6. ‘‘1’’ denotes the recon-
structed source location. The further away from the source we measure the
hologram, the greater the error.~a! d50.1 l. ~b! d5l. ~c! d52 l.
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measurement!. Figures 6~a!, ~b!, and~c! illustrate the magni-
tudes of the erroneous hologram, corresponding wave num-
ber spectrum, and the magnitude of the predicted sound field
on the source plane (zh50). Figure 6~b! shows that the posi-
tive shift of the wave number (Mk) increases the intensity of
the negativex-directional wave number (kx) components in-
side the radiation circle~dotted circle!. This makes the radia-
tion pattern of the predicted sound field different from what
it would be if M50. Notice that this is the reason why we
observe the delay of the source location~about 0.1l) @Fig.
6~c!#. The corrected ones@Figs. 6~d!, ~e!, and ~f!# can be
obtained by multiplyinge2 iMkxh to the erroneous hologram.
Recall that this is possible in practice whenever we can mea-
sure the velocity of noise sources. Figure 6~e! demonstrates

that the correction method recovers the true wave number
spectrum well@Fig. 6~h!#. The predicted sound field@Fig.
6~f!# also shows a good agreement with the true one@Fig.
6~i!#.

As previously discussed, if one measures the pressure
away from the source then it produces more erroneous re-
sults. The further away from the source, the greater the error.
Figure 7 illustrates this. We assumed that the distance be-
tween the hologram and the noise source~d! is 0.1l ~near-
field measurement!, l ~far-field measurement!, and 2l ~far-
field measurement!. The measurement configuration is the
same as that of Fig. 6. The results show the predicted sound
fields when we do not apply the phase correction method.

FIG. 8. The reconstructed sound fields of anx-directional dipole by means of MFAH and their comparison with corrected and true ones. The distance between
the hologram and source plane was 0.2l ~near-field measurement!. ~a! Real part of erroneous hologram.~b! Wave number spectrum of the erroneous hologram
~magnitude!. ~c! Real part of reconstructed sound field on the source plane from the erroneous hologram.~d! Real part of corrected hologram.~e! Wave
number spectrum of the corrected hologram~magnitude!. ~f! Real part of reconstructed sound field on the source plane from the corrected hologram.~g! Real
part of true hologram.~h! Wave number spectrum of the true hologram~magnitude!. ~i! Real part of true sound field on the source plane.
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Notice that the further away from the source we measure the
hologram, the greater the error.

A moving dipole field case would also be of interest to
study. We used anx-directional moving dipole located at the
origin of the hologram coordinate. The distance between the
hologram and the noise source~d! is 0.2l ~the near-field
measurement!. We assumed the speed of dipole~u! to be 246
km/h (M50.2) to see the effect of speed higher than the
previous examples. Remember that the error can be ignored
when the speed isM50.1 ~Fig. 6!. Instead of plotting the
magnitude of the sound field, we plot the real part of the
sound field to observe the radiation pattern of the dipole.
Figures 8~a!, ~b!, and ~c! demonstrate that the effect of
source motion cannot be neglected. The pressure in the for-
ward direction is much higher than in the backward direction
due to the source motion. The proposed phase correction
method improves the results@see Figs. 8~d!, ~e!, and ~f!#.

Compare these with the true ones@Figs. 8~g!, ~h!, and~i!#.
We also investigate the errors according to the velocity

of a noise source. We use anx-directional dipole source. We
assumed that the dipole moves along with the positiveX
direction and a microphone measures the sound pressure
~Fig. 9!. Figures 10~a!, ~b!, and ~c! show erroneous results
according to velocities. The velocities are 0.05, 0.1, 0.2, and
0.3 in Mach number, respectively. Figure 10~a! shows the
real parts of sound fields on a hologram line. Figure 10~b!
shows the corresponding wave number spectra. The faster
noise the sources, the more wave number spectra shift. The
real parts of pressure in the prediction line are shown in Fig.
10~c!. These illustrate that the errors on the hologram be-
come significant as the velocity of the noise source increases.
Notice that the error cannot be ignored whenM>0.2. How-
ever, Figs. 10~d!, ~e!, and~f! demonstrate that the error can
be reduced by introducing the proposed correction method.
The correction method improves the hologram and the pre-
dicted sound field. The shift of wave number spectra@Fig.
10~e!# is reduced, so that desirable results in the source line
@Fig. 10~f!# can be obtained. Figure 10~f! shows the correc-
tion method improves the erroneous result very well forM
<0.1.

V. CONCLUSIONS

The effects of moving noise sources on sound visualiza-
tion by means of MFAH were investigated. Several new
findings were obtained. First, we found that the errors due to
source motion on a hologram are only dependent on the ve-
locity of noise sources. Second, the phase error is more sig-

FIG. 9. Simulation configuration for Fig. 10. We used anx-directional di-
pole moving along with positiveX direction. A microphone reconstructs a
pressure field on the swept line, which we call the line hologram. The
distance between the line hologram and the noise source was 0.2l ~near-
field measurement!.

FIG. 10. Erroneous and corrected pressures on hologram line and a source line according to the velocity of noise sources. The velocities are 0.05, 0.1,0.2,
and 0.3 in Mach number.~a! Real part of erroneous line holograms.~b! Wave number spectrum of erroneous line holograms.~c! Real part of pressure on a
source line predicted from erroneous line holograms.~d! Real part of corrected line holograms.~e! Wave number spectrum of corrected line holograms.~f!
Real part of pressure on a source line predicted from corrected line holograms.
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nificant than the magnitude error. We also found that the
errors on a predicted sound field are dependent not only on
the speed of noise sources but also on the measurement po-
sition of hologram~near field or far field!. A correction
method, which introduces the phase correction factor, was
proposed. Several numerical examples illustrated that these
errors are not significant whenM<0.1. The feasibility of the
proposed phase correction method was also demonstrated.
The results explicitly demonstrate that MFAH can be well
applied to the visualization of sound generated by low-speed
moving sources.
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APPENDIX A: DERIVATION OF THE ARGUMENT OF
q l IN EQ. „4…

In order to derive the argument ofql in terms of vari-
ables with regard to the observation time,Rl must be ex-
pressed in terms ofr l andu l . From the triangle of Fig. A1
we can write

Rl
25~MRl !

21r l
222MRlr l cos~p2u l !, ~A1a!

~12M2!Rl
222Mr l cosu lRl2r l

250. ~A1b!

If we solve Eq.~A1b! for Rl and take a plus sign, then

Rl5
r l$M cosu l1A12M2 sin2 u l%

12M2
. ~A2!

Therefore, we can obtain the following relationship:

t* 5t2
Rl

c
5t2

r l$M cosu l1A12M2 sin2 u l%

c~12M2!
. ~A3!

This can be simplified ifM!1 is satisfied; that is

t* >t2
r l~11M cosu l !

c
. ~A4!

APPENDIX B: DERIVATION OF AMPLITUDE
MODIFICATION FACTOR †EQ. „5…‡

The amplitude modification factor at the observation
time can be written as

Al
o5Al

e3
M cosu l1A12M2 sin2 u l

12M2

5A11Mnl
2 22Mnl cosF l ] t5t*

3
M cosu l1A12M2 sin2 u l

12M2 . ~B1!

We assume that the velocity due to the surface vibration is
much smaller than that due to surface translation and the
surface deformation is negligible during the measurement.
Then, Mnl5M cos(Fl2Ql)5M cos(fl2ul) can be assumed.
In addition, when the translation velocity of the source is
much smaller than the speed of sound, the relation cosFl

>cosfl can also be assumed. If we express Eq.~B1! by
means of a Taylor series expansion and ignore the higher-
order terms than order of Mach number, then Eq.~B1! can be
simplified as

Al
o>~12M cos~u l2f l !cosf l !~11M cosu l !

>11M ~cosu l2a l cosf l !, ~B2!

wherea l[cos(ul2fl) is constant.

APPENDIX C: MOVING FRAME ACOUSTIC
HOLOGRAPHY IN TERMS OF COMPLEX ENVELOPE 12

Temporal Fourier transform of Eq.~9! leads us to the
basic equation of the MFAH18 for single frequencyf h0

FT$ph~um/ht,yh ,zH ;t !%

5
1

um/h
P̂hS 2p~ f h02 f !

um/h
,yh ,zH ; f h0D , ~C1!

where FT denotes the temporal Fourier transform, andP̂h

denotes anx-directional wave number spectrum. We denote
frequencies in the measurement coordinate and in the holo-
gram coordinate asf and f h0 , respectively. Notice that this
equation is valid only when the relative velocity (um/h) be-
tween the measurement and hologram coordinates is 0
,um/h,c/2.18 The temporal inverse Fourier transform of
Eq. ~C1! gives us

ph~um/ht,yh ,zH ;t !

5
1

um/h
E

2`

`

P̂hS 2p~ f h02 f !

um/h
,yh ,zH ; f h0De2 i2p f t d f

5
1

um/h
E

2`

`

P̂hS 2
2p f

um/h
,yh ,zH ; f h0De2 i2p f t d f

3e2 i2p f h0t. ~C2!

The first part of the right-hand side of Eq.~C2! can be sim-
plified asFIG. A1. Law of cosine for Eq.~A1a!.
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1

um/h
E

2`

`

P̂hS 2
2p f

um/h
,yh ,zH ; f h0De2 i2p f t d f

5
1

um/h
È2`

P̂h~kx ,yh ,zH ; f h0!

3e2 i2p[ 2 ~um/h/2p! kx] ~xh /um/h!dS 2um/h

2p
kxD

5
1

2pE2`

`

P̂h~kx ,yh ,zH ; f h0!eikxxh dkx

5Ph~xh ,yh ,zH ; f h0!, ~C3!

wherekx522p f /um/h andxh5um/ht are employed. There-
fore, Eq.~C2! can be written as

ph~um/ht,yh ,zH ;t !5Ph~xh ,yh ,zH ; f h0!e2 i2p f hot. ~C4!

Remember that the complex envelope of a signals(t)
5C(t)e2 i2p f h0t is definedC(t). Equation~C4! states that
the hologramPh(xh ,yh ,zH ; f h0) can be obtained by using
the complex envelope of the measured signal.

APPENDIX D: EXPLANATION OF El
o TERMS

The magnitude modification factor can be approximated
as

1/Al
o>11M ~a l cosf l2cosu l !, ~D1!

whenM!1. The magnitude error due to the moving surface
can be identified asa l cosfl2cosul term, which is propor-
tional to the speed of moving surface. We denote this term
by El

o . Notice thatEl
o is a function of (xh ,yh ,zH), since

cosf l5nl•r l /unl uur l u

5$nlx~xh2xS,l !1nly~yh2yS,l !

1nlz~zH2zS,l !%/r l , ~D2a!

cosu l5 i•r l /u iuur l u5~xh2xS,l !/r l , ~D2b!

wherenl5(nlx ,nly ,nlz),unl u51 is the unit vector that is nor-
mal to the surface at thelth monopole location. The maxi-
mum and minimum value ofEl

o(xh ,yh ,zH) is

22,El
o~xh ,yh ,zH!,2, ~D3!

because21<cosul<1 and 21<a l cosfl<1. This means
that the maximum magnitude error is 2M multiplied by the
true hologram.

APPENDIX E: DEFINITION OF THE TWO-
DIMENSIONAL SPATIAL FOURIER TRANSFORM

P9 ~kx ,ky ,z; f !5FXY$P~x,y,z; f !%

5E
2`

` E
2`

`

P~x,y,z; f !e2 i (kxx1kyy)dx dy.

~E1!

P~x,y,z; f !5FXY
21$P9 ~kx ,ky ,z; f !%

5
1

~2p!2E2`

` E
2`

`

P9 ~kx ,ky ,z; f !

3ei (kxx1kyy)dkx dky . ~E2!
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Two- and three-dimensional complex-transducer-point analysis
of beam reflection from anisotropic plates
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In this paper a frequency-domain analysis of the fluid-immersed plate reflection spectrum in which
the transmitter and receiver acoustic beams are modeled with complex transducer points is
presented. Lamb wave dispersion in the plate forms the major structural features of the reflection
spectra. By assuming a linear dependence of the Fresnel length on the frequency for a flat piston
transducer, the complex transducer point technique can be employed over a wide frequency range.
With the aid of the reciprocity theorem for electroacoustic transducers, a rigorous three-dimensional
~3D! expression for the receiver voltage in a pitch–catch transducer arrangement has been derived
by using a pair of transmitting and receiving complex transducer points. The calculations are
supported by the results of numerous experiments on both isotropic and anisotropic materials in
various measurement geometries. The conditions under which a 3D calculation is important are
demonstrated, and comparison with a simpler 2D calculation is made. The model calculation is also
applied to illuminate several issues related to materials characterization. ©2000 Acoustical
Society of America.@S0001-4966~00!02612-6#

PACS numbers: 43.20.El, 43.20.Gp@ANN#

I. INTRODUCTION

Since its introduction by Deschamps1 in 1973, the com-
plex source point~CSP! technique has been widely used to
study the behavior of Gaussian beams under various condi-
tions. In acoustics the CSP technique has found wide appli-
cation in the theoretical study of nonspecular reflection,2–5

and these calculations have been successfully compared to
experiments.6–9 In all these studies the reflected field or re-
ceiver voltage is calculated or measured at a single fre-
quency, as a function of various parameters, when the inci-
dent angle is close to the Rayleigh or Lamb wave phase-
match angle. In such cases a 2D reflected field or receiver
voltage calculation in the incident plane is very close to a 3D
calculation with some discernible difference in the leaky
wave, as we will show in this paper.

As demonstrated in Ref. 10, the voltage measured at the
receiver of a pair ofpiston transducers can be accurately
approximated by the measured voltage of a pair of transduc-
ers apodized to radiateGaussian beams. The reason for this
similarity lies in the averaging effect on the signal phase of
the second transducer. Therefore, the receiver voltage is rela-
tively insensitive to rapid phase variations in the near field or
to the sidelobe variations in the far field of the piston trans-
mitter. This averaging effect is not present, for instance,
when a receiving point probe scans the field of a transmitting
piston transducer.

The first theoretical studies of the wave physics of the
nonspecular reflection for Rayleigh waves were undertaken
by Bertoni and Tamir.11 Later, Pittset al.12,13 in subsequent
work treated the transducer fields using a 2D beam represen-

tations. In these formulations, the incident sheet beams are
considered to have no dependence in a directionx2 normal to
the incident plane, say thex1x3 plane. Only more recently
have calculations appeared using a full 3D formulation.2–5 In
other recent studies10,14 computations have been further ex-
tended to include the effect of the finite aperture of the re-
ceiver. In none of these studies, however, has a careful com-
parison between the 2D and 3D analyses been made.

A major objective of this work is to perform such a
detailed comparison. The results we have obtained show that
the 2D calculation is sufficient for the study of the spatial
distribution of the receiver voltage, although there exist some
minor differences in the leaky wave due to the additional
leakage in 3D case. The plate reflection or transmission co-
efficient calculated as a function of frequency, however, is
widely used to model the receiver voltage and to infer indi-
rectly the plate material parameters.15–18Such an experiment
can be performed easily and efficiently. It is worthwhile to
verify the validity of the theoretical model so that its use in
the signal analysis and extraction of material properties is
fully justified.

In this paper we extend the complex transducer point
~CTP! technique to the widely used ultrasonic Lamb wave
geometry. As mentioned earlier, most of the previous work
on CTP in acoustics has been carried out at a single fre-
quency, with the exception of Zerouget al.14 We take advan-
tage of the CTP technique, which provides a convenient and
mathematically simple model of a 2D or rotationally sym-
metric 3D Gaussian beam, to make comparisons between
Lamb wave spectral behavior calculated with the two differ-
ent approximations.

We show that, unlike the results for narrow-band opera-
tion, in which the 2D and 3D calculations are nearly identi-
cal, with subtle differences in the leaky wave region, the

a!Current address: Herzog Services, Inc., 600 South Riverside Road, St.
Joseph, MO 64507.
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reflected frequency spectrum requires a full 3D voltage cal-
culation to achieve the desired accuracy under most condi-
tions. A 2D voltage calculation will not yield accurate re-
sults, either for the reflected voltage amplitude or for the
positions of reflected voltage minima. The 3D receiver volt-
age frequency spectra calculated here are compared with ex-
tensive experimental results on several materials and in dif-
ferent experimental configurations. The results show that the
3D voltage spectrum calculation must be used under some
conditions to deduce precise material parameters. In this pa-
per we focus on the effects of 2D and 3D beam modeling. In
dealing with this question, however, we ignore effects that
arise from material anisotropy. A recently published paper19

provides a detailed discussion of this equally important case.

II. THEORY

The experimental geometry that we analyze here is
shown in Fig. 1. The transmitter and receiver central axes are
set to the same incident anglea, and the surface of the plate
lies in the xy plane. The beam central axes and the plate
normal lie in thexz plane, which we denote as the ‘‘incident
plane.’’ The separation of the beam central axes on the plate
surface is denoted byxi , which will be an important param-
eter in the analysis presented below.

We first construct the complex Gaussian receiver and
complex Gaussian transmitter by displacing the real coordi-
nates of a real point source (x8,y8,z8) and a real point re-
ceiver (x,y,z) into the complex plane. According to the ge-
ometry shown in Fig. 1

x̃5x2 ib sin a, ỹ5y, z̃5z1 ib cosa, ~1!

x̃ 85x81 ib sin a, ỹ 85y8, z̃85z81 ib cosa, ~2!

wherea is the transmitter and receiver angle, andb is the
so-called Fresnel length of the transmitter and receiver
Gaussian beams taken to be identical and given byb
5kfW0

2/2. kf(5v/cf) is the fluid wave number,cf is the
fluid velocity,W0 is thee21 beamwidth at its waist, andv is
the circular frequency. A good estimate for the beam waist is
given byW050.75r 0 ,20 wherer 0 is the radius of the piston
transducer. The receiver voltage can then be synthesized
from the spectral decomposition of the complex Green’s
function for a pair of CTPs interacting with a plane layered
medium14

VR~a,x, f !5
21

8p2
g~v!vr fE

2`

` E
2`

`

R~kx ,ky!

3
exp$ ikx~ x̃2 x̃8!1 iky~ ỹ2 ỹ8!2 ik f~ z̃1 z̃8!%

k f

3dkxdky , ~3!

wherek f5Akf
22kx

22ky
2 is the incident wave vector projec-

tion onto thez axis,r f is the fluid density, andg(v) repre-
sents the frequency-dependent transfer function of the trans-
mitter, receiver, and system electronics. It is typically
obtained through a calibration procedure.21 R(kx ,ky) is a
spectral reflection coefficient that accounts for the interaction
of the transducer beams with the plate. The derivation of
receiver voltage as a function of frequency is similar to the
development of the receiver voltage as a function of scan
coordinate,8 except that the Fresnel lengthb is not fixed, but
is instead a function of frequency. As mentioned earlier, the
calculated frequency spectrum is different for a 3D beam and
a 2D beam. We separate our theoretical exposition into two
parts: one for the 2D beam, and the other for the 3D beam.

A. 2D calculation

For the 2D case the voltage has no dependence ony, so
we letkx5k, and thez projection of the fluid wave number is
k f5Akf

22k2. The voltage calculation Eq.~3! becomes

VR~a,x, f !5
21

4p
g~v!vr fE

2`

`

R~k!

3
exp$ ik~ x̃2 x̃8!2 ik f~ z̃1 z̃8!%

k f
dk. ~4!

The above integral can be evaluated directly by numerical
integration or can be estimated asymptotically. The
asymptotic derivation and arguments leading to it are de-
tailed in Ref. 4. However, there exists a numerical integra-
tion algorithm that is well suited for oscillating integrands as
we have in Eq.~4!. To compute the integral in Eq.~4!, we
use theQUADPACK routine QAG22 in the NAG FORTRAN li-
brary, which is an adaptive routine that employs Gauss 30-
point and Kronrod 61-point rules.

B. 3D calculation

For the 3D voltage calculation, as suggested in Eq.~3!,
spherical coordinates would be more convenient; these are
used also by Brekhovskikh in his discussion on reflection
and refraction of spherical waves.23 We therefore identify

kx5kf sin u cosf, ky5kf sin u sin f,
~5!

kz5k f5kf cosu,

and

dkx dky

k f
5kf sin u du df. ~6!

The above transformation assignsu to wave vector varia-
tions in the incidentxz plane and assignsf to angular varia-

FIG. 1. Geometric configuration used in the experiment and calculation.
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tions in thexy plane. Also, we limit our study to transducers
whose aperture centers are located in the incident plane, so
ỹ5 ỹ850. Then Eq.~3! becomes

VR~a,x!5
21

8p2
g~v!vr fE

0

2p

dfE
0

p/22 i`

du R~u,f!

3exp$ ik f~ sin u cosf~ x̃2 x̃8!

2 cosu~ z̃1 z̃8!!%kf sin u. ~7!

For isotropic plates, there is complete symmetry in the
xy plane and thus the reflection coefficient is independent of
f, permitting us to evaluate the integral overf asymptoti-
cally using the saddle-point method applied in thef plane.
We find that the phase function in Eq.~7! ~argument of the
exponential! has two saddle points forf. One is fs50,
representing a forward-propagating wave, and the other is
fs5p, representing a backward propagating wave. Ignoring
the negligible backward wave, we therefore takefs50, and
the above integral reduces to

VR~a,x!5
g~v!vr f exp~2 ip/4!Akf

4pA2pAx̃2 x̃8
E

0

p/22 i`

R~u!

3exp$ ik f~ sin u~ x̃2 x̃8!2 cosu~ z̃1 z̃8!!%

3A sin u du. ~8!

The remaining integral in Eq.~8! can again be evaluated
asymptotically by changing the integration contour to a
steepest descent path, where particular attention must be
given to the poles ofR(u) that may be crossed during the
path deformation. The contribution of the poles must be
properly accounted for especially when located close to the
saddle point. This problem has been solved by Felsen and
Marcuvitz,24 and their solution has been widely used to treat
both acoustic and electromagnetic wave problems.4,5,10In the
present case, the strong phase matching of the incident beam
with the leaky Lamb wave means the saddle point is in the
vicinity of the pole singularity ofR(u), which requires a
uniform asymptotic treatment as developed in Ref. 4. The
steepest descent path calculation yields the specular reflec-
tion, whereas the contribution of the residue of each captured
or noncaptured, but closely located, pole yields a leaky Lamb
wave. The above mathematical decomposition procedure
physically corresponds to decomposing the total receiver
voltage into a specular reflection and leaky waves. The uni-
form asymptotic evaluation enters via an error function that
regulates the interaction between the saddle-point contribu-
tion and the pole contribution.

This same approach is applied here. First, the saddle
point can be obtained by setting the first derivative with re-
spect tou of the phase function

p~u!5kf~ sin u~ x̃2 x̃8!2 cosu~ z̃1 z̃8!! ~9!

equal to zero, and we find

us5arctan
x̃2 x̃8

z̃1 z̃8
~ sin us.0!. ~10!

Then, we calculate the contributions of the saddle point and
pole, whose sum forms the total receiver voltage

VR~a,x!5
g~v!vr f exp~2 ip/4!Akf

4pApAx̃2 x̃8
exp~ ip~us!!

3H R~us!A22p sin us

ik f L̃

1(
j 51

M

2p iA sinupj
Res$R~upj

!%

3F 1

2Ap iS̃~upj
!

1
1

2
exp~2S̃~upj

!2!

3erfc~2 iS̃~upj
!!G J , ~11!

where all the values of all the square roots are chosen so their
real parts are greater than zero andL̃

5A( x̃2 x̃8)21( z̃1 z̃8)2 (Re(A ).0) is the complex ‘‘dis-
tance’’ from the source to the receiver via the reflection path
of the plate upper surface, andp(us) is the phase function
Eq. ~9! evaluated at the saddle pointu5us . Here,S̃(upj

) is
the so-called ‘‘numerical distance’’ between the saddle point
us and j th pole of the reflection coefficientupj

. The numeri-
cal distance is given by

S̃~upj
!5Aip~us!2 ip~upj

!~Re~A !.0!, ~12!

upj
is chosen so that Im(sinupj

),0. In Eq. ~11! erfc is the
complex complementary error function, given by

erfc~t!5
2

Ap
E

t

`

exp~2t2!dt. ~13!

In the above derivation we ignore the effect of thef depen-
dence of the reflection coefficient, as mentioned above. For
anisotropic materials the above formula is still valid under
some cases, such as when the sound is propagating along the
symmetry axis of an anisotropic plate and the receiver is
within the specular reflection region. This case is analyzed in
detail in Ref. 19. All experimental data and theoretical cal-
culations on anisotropic media reported in the current paper
fall within the range of validity of the general treatment in
Ref. 19.

III. EXPERIMENTAL TECHNIQUE

In this section we describe the materials, apparatus, and
procedures used in the experiments performed here, and we
discuss data acquisition and processing. We have performed
experiments on both isotropic and anisotropic materials. For
the isotropic samples we have used a 3-mm-thick stainless-
steel plate, with a longitudinal wave speedcl55.64 km/s,
shear wavespeedct53.07 km/s, and densityr57.9 kg/m23.
Two anisotropic plates have been used in our experiments;
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these are a uniaxial graphite epoxy plate and a@0,90#3S bi-
axial graphite epoxy plate. Their material properties can be
found in Refs. 17 and 25 and will not be repeated here.
Instead, we list the elastic constants in Table I obtained by
fitting data from extensive experiments performed in the cur-
rent paper to the calculations reported here.

Two identical Ultra LS-375-5 piezoelectric transducers
with a center frequency of 5 MHz and an effective diameter
of 4.95 mm are employed to perform all measurements re-
ported here. The two transducers are attached to a rotation
stage that establishes the incident angle with a resolution of
0.01° in a pitch–catch setup. The positioning of the trans-
ducer normal to the plate surface is identified ultrasonically
by carefully observing the largest reflection, and it is
checked geometrically with precision calipers. The experi-
ment itself is performed in one of two ways.

The transmitting transducer is excited with radio-
frequency~rf! tone bursts of 50–80ms duration. To acquire
the reflected frequency spectrum, a frequency sweep of the
tone burst is performed under computer control with a step
size of 20 kHz in the range of 0.5–12 MHz. After interaction
with the elastic plate, the reflected acoustic beam is detected
by a receiver. The received signal is amplified from 20 to 40
dB in a low-noise, wideband amplifier and is video detected
to reveal the rf envelope of the tone burst. The amplitude of
the video signal is synchronously measured using a gated,
integrating amplifier, further improving the signal/noise ra-
tio. The resulting dc amplitude is then sampled by a 13-bit
A/D converter and sent over a IEEE-488 bus line to a DEC
workstation for further offline processing. A more detail de-
scription of this frequency sweep instrumentation and data
acquisition procedure can be found in Ref. 26.

We have also employed a pulse compression technique
via a chirp signal to speed the data acquisition and process-
ing. An arbitrary function generator DS345~Stanford Re-
search Systems! is used to generate the computer-designed
chirp signal and excite the transmitting transducer. The
DS345 function generator allows us to download arbitrary
digital waveforms and has a maximum digitization rate of 40
MSamples/s. It can, therefore, accurately reproduce signals
with frequencies in the range of 0.5–12.5 MHz. The 100-ms
chirp signal is sampled by a Lecroy digitizing oscilloscope
and sent to a workstation after reflection from the plate and
detection by the receiver. We then perform a fast Fourier
transform ~FFT! on the digitized chirp signal and plot its
frequency spectrum. We can also single out a particular fre-
quency and plot the receiver voltage as a function of spatial
coordinate scan.

IV. RESULTS AND DISCUSSION

The accuracy of our theoretical calculation of acoustic
beam interaction with elastic structures depends, among

other factors, on how accurately the complex transducer
point can model real transducers. Because we study the re-
flected frequency spectrum, we must verify that the CTP can
model the corresponding beam variation as the frequency
varies. We first discuss some transducer characteristics and
then present the experimental results and theoretical calcula-
tions on beam interaction with elastic plates.

A. Transducer characteristics

It is well-known that a piston transducer beam narrows
as the frequency increases. This diffraction effect is accu-
rately modeled by the CTP, as seen in Fig. 2, showing the
amplitude of the receiver voltage as a function of the scan
coordinates at several frequencies. The experiment is per-
formed on a thick aluminum block at an incident angle of
20°, and the transducer is excited with a tone burst of 2, 5,
and 8 MHz. After a Fourier transform is performed on the
received rf signal, 1.9-, 4.9-, and 7.9-MHz components are
extracted and plotted as a function of scan distance in Fig. 2.
Because 20° is far from the critical angle of aluminum, the
reflection at this angle is largely specular, and so coupling to
the leaky Rayleigh wave is avoided. Being specular, the re-
flection process nearly duplicates the transducer characteriza-
tion step where the receiver would scan the field of the trans-
mitter in free field~i.e., without the presence of the plate!.
The experimental results show that a pair of CTPs can ac-
count well for the spatial characteristics of the transducers as
the frequency varies. This additional result complements the
points made earlier concerning the close comparison be-
tween the combined piston directivity function and that for
combined Gaussian beams, as generated by the CTP formal-
ism. No sidelobes are observed, as expected for Gaussian
beams. The beam diffraction effects of the transducers, that
is their divergence properties, are well reproduced by the
CTP.

B. Beam interaction with plates

Our confidence in using the complex transducer point
technique to model the reflected frequency spectrum is en-
hanced by the excellent agreement seen above in Fig. 2.
Now, we proceed to calculate the frequency spectrum of the
reflected beam from an elastic plate. Before we present any
experimental results, however, we show a comparison of the
2D voltage calculation using Eq.~4! and 3D voltage calcu-
lation using Eq.~8! in Fig. 3. The calculation is performed
on a 3-mm-thick steel plate at an incident angle 20°. The
distance from the transducer surface to the plate along the
beam axis is 120 mm. We see substantial differences in the
depth of the minima, although the minima locations have not
changed appreciably. The 2D Gaussian beam may be re-
garded as a 3D Gaussian sheet beam. The difference in the
results of Fig. 3 is caused by the different frequency-
dependent diffraction effects of the two beams: a complex
line source and a complex point source. Intuitively, as the
frequency increases, we can imagine that on a transverse cut
to their axes the Gaussian sheet beam will narrow in one
dimension, whereas the 3D rotationally symmetric Gaussian
beam will narrow in two dimensions. The stronger narrowing
~or collimation! of the 3D reflected beam yields a stronger

TABLE I. Geometry and acoustic properties of composite plate.

C11 C12 C22 C23 C55 d r
Composite layup GPa GPa GPa GPa GPa mm g/cm3

Unidirectional 143.0 3.7 16.5 7.6 8.3 0.92 1.60
Biaxial 133.0 3.7 15.5 7.6 6.3 1.52 1.62
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voltage amplitude at the receiver aperture. This explains why
the voltage decays as a function of frequency are slower for
the 3D case when compared to the 2D case as Fig. 3 shows.

The difference between 2D and 3D results in a simple

x-scan, however, manifests itself in a different manner. In
Fig. 4~a! the same expressions@Eq. ~4! and Eq.~8!# are used
to calculate the receiver voltage as a function of scan dis-
tance at 20° andf 53 MHz. After normalization by their
maximum value, we see some difference in the leaky region
(x.20 mm!. To further explore the difference, we plot the
voltage amplitude of Fig. 4~a! on a log scale and the results
are shown in Fig. 4~b!. The 2D curve is linear in the leaky
region (x.20 mm! because of the exponential leakage of
the leaky wave. The 3D curve appears linear, but really is not
because there is an additional decay due to lateral beam
spreading. This decay is represented by the (x̃2 x̃8)21/2 in
Eq. ~8! which is not present in Eq.~4! for the 2D case.
Physically, in addition to differences in diffraction between
2D and 3D mentioned before, there is a further physical dif-
ference between these cases related to the leaky guided
waves. Plane wave components in the 3D beam propagating
out of the incident plane can have projections along the
plate-mode propagation axis direction in the incident plane
with values that reinforce one or more of the leaky guided
plate modes. This effect is especially pronounced near nor-
mal incidence.19

We begin the presentation of experimental results with
isotropic materials. Shown in Fig. 5~a! is the receiver voltage
spectrum from a 3.00-mm steel plate at 10° incidence withx
offset of xi56 mm. The overall features are well predicted
by the theory, both the spectral minima positions and the
general shape. The depths of the minima are also well fitted
by the theory. The amplitude difference at high- and low-
frequency results from noise introduced by the transducer
response normalization. The receiver voltage spectrum
shows periodic transverse resonances characteristic of guided
plate waves, but also many other small variations. Nonethe-
less, all small features are still well modeled by the theory. In
fact, all these small variations can be attributed to leaky
waves, as confirmed by the separate leaky wave calculations
in frame~b!. Physically, at 10° the poles associated with the

FIG. 2. Spatial characterization of piston transducers with frequency from
~a! 1.9 MHz; ~b! 4.9 MHz; to ~c! 7.9 MHz. All experimental data are fitted
by one pair of CTPs with a beamwidth ofw053.56 mm at the beam waist.

FIG. 3. Comparison of 2D and 3D calculated receiver voltage frequency
spectra. Calculations are performed on a 1.5-mm steel plate at 20° incident
angle andx coordinate offset ofxi55 mm. The distance from the transducer
surface to the plate surface is 120 mm.
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reflection coefficient are closer, and they give the same order
of contribution to the total receiver voltage, so their interfer-
ence produces the small variations. Again, in frame~b! we
observe that the sharp peak at the upper right of each cycle of
the total receiver voltage spectrum results from interference
of the specular reflection and leaky wave. Since 10° is less
than the longitudinal critical angle associated with a water–
steel interface, the receiver voltage spectrum is sensitive to
both shear velocity and longitudinal velocity.

The characteristics in Fig. 5~a! can be computed with
numerical integration. This approach, however, does not pro-
vide us with as much physical insight as the asymptotic
analysis described in Sec. II B. A second point that provides
additional motivation to use the asymptotic solution is its
computational efficiency as compared to the numerical inter-
gration solution. The asymptotic expression given in Eq.~11!
indicates that the total receiver voltage consists of a specular
reflection and a leaky wave. The asymptotic analysis is per-
formed here to explain the frequency spectrum characteris-
tics shown in Fig. 5~a!. The validity of the above analysis is
established by the comparison with the direct numerical in-
tegration results, as shown in Fig. 6~a! for an incident angle
of 20°. The two curves overlap over almost the entire spec-

trum. The small discrepancies at low frequency can be attrib-
uted to the numerical instability of the alogrithm which
arises because of the vanishingly small numerical distance
S̃pj

between the saddle point and the pole. When the saddle
point and the pole are very close, both the specular reflection
and the leaky wave are very large. Their sum, however, re-
mains bounded because of their different phases. In the nu-
merical calculation truncation errors may result, causing the
two parts to be not well matched, resulting in anomalous data
points. The most difficult part in performing the asymptotic
calculation in the present case, however, concerns the pres-
ence of multiple poles, and that their positions vary with
frequency.

We have developed an algorithm that keeps track of the
poles that are within67.5° of the incident angles. In a 15°
range on either side of the central ray we have two or three
poles at low frequency and ten or 11 poles at high frequency.
The poles lying outside this angular range have negligible
effects on the leaky wave contribution. Shown in Fig. 6~b!
are the separate contributions of the leaky waves and the
specular reflection of such a calculation. The sum of all con-
tributors is also plotted as a solid curve. The total receiver
voltage level is influenced by the specular reflection, because
the receiver is located within the specular reflection region.

FIG. 4. Comparison of a 2D and 3Dx-scan voltage calculation. The calcu-
lation is performed on a 1.5-mm steel plate at 20° incident angle andf
53 MHz. The distance from the transducer surface to the plate surface is
120 mm.~a! Voltage amplitude on a linear scale;~b! voltage amplitude on a
log scale.

FIG. 5. ~a! Receiver voltage spectrum of a steel plate at 10° incidence and
at a coordinate offsetxi56 mm; ~b! separate contributions of leaky wave
and specular reflection in the total receiver voltage spectrum.
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The phase difference between the specular reflection and
leaky wave is shown by the fact that the total receiver volt-
age minima occur at the maximum of the leaky waves. The
reinforcement of the leaky wave minima and the specular
reflection results in a sharp peak on the top of every cycle of
the receiver voltage. The sharp peak becomes less obvious
because of the decrease in the strength of the specular reflec-
tion as frequency increases. The decrease is due to beam
diffraction effects shown in Fig. 2.

If the transducer is moved outside of the specular reflec-
tion region, we will observe different characteristics. Such a
case is shown in Fig. 7~a!, where the receiver voltage spec-
trum is recorded at an incident angle of 20° but with a co-
ordinate offset ofxi511 mm and is compared with the the-
oretical prediction. The theoretical modeling and
experimental results agree well in a very broad frequency
range, except at very low frequencies, where poor transducer
response incurs the noise and the corresponding normaliza-
tion variations. Again, the spectrum observed in frame~a!
can be well explained by the asymptotic analysis shown in
frame ~b!. Although the receiver offset is larger than the
transducer diameter in this case, the specular reflection still
dominates the receiver voltage at low frequency. Because of
the beam diffraction effects at low frequency, the leaky wave
maximum results in a minimum in the total receiver voltage.

The total receiver voltage spectrum shows a periodic small
peak followed by a large peak. The small peak aligns with
the minimum of the leaky wave at first, and gradually degen-
erates. Finally, the receiver voltage spectrum minima align
with the minima of the leaky wave. Above 7 MHz the leaky
wave is almost the sole contribution to the total receiver
voltage.

The voltage spectrum calculation can be extended to an-
isotropic media and employed to characterize composite ma-
terials. In the following experimental measurement~and the-
oretical calculations! the sound is propagating along the
symmetry axis of the plate and the receiver is within the
specular region. As demonstrated earlier19 under such cases,
the effects of ignoring thef dependency of the voltage is
negligible, while ensuring rapid calculation. We report first
on a unidirectional graphite-epoxy laminate, whose calcu-
lated reflection coefficient is well documented.25,27–29A uni-
directional laminate can be grossly regarded as transversely
isotropic, so five elastic constantsC11, C12, C22, C23, C44,
C55 determine the elastic behavior of the composite plate,
where C445(C222C23)/2. The choice of incident angle is
critical to the determination of certain elastic constants.30

At a 20° incident angle the receiver voltage spectrum is
strongly influenced byC33, and this fact is verified by the

FIG. 6. ~a! Comparison of an asymptotic receiver voltage spectrum and a
direct numerical integration calculation;~b! separate contributions of the
leaky wave and specular reflection in the total receiver voltage spectrum.

FIG. 7. ~a! Comparison of experimental receiver voltage spectrum of a steel
plate at 20° incidence and coordinate offset of 11 mm with the theoretical
prediction;~b! separate contributions of leaky wave and specular reflection
in the total receiver voltage.
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experimental results shown in Fig. 8. Here, the offset is also
6 mm and the fiber direction is in the incident plane. The
positions of the minima and the amplitude of the maxima of
the receiver voltage spectrum are nearly perfectly modeled
by the theory. Some minor discrepancy above 10 MHz may
result from the transducer response normalization. The elas-
tic constantC23 has no significant influence on the receiver
voltage when the fiber direction is in the incident plane, but
has pronounced effects on it when the fiber direction is nor-
mal to the incident plane. An example of this behavior is
shown in Fig. 9, where the incident angle is 20° and the
offset is 6 mm, but the fiber direction is normal to the inci-
dent plane. Although the receiver voltage spectrum is a bit
complicated here, all features are well fitted by the theoreti-
cal calculation, even the fine variations.

A more complicated composite sample is represented by
a 12-ply biaxial graphite epoxy plate. The ply configuration
of this sample is@0,90#3s . The elastic behavior of such a

laminate cannot be regarded as an orthotropic plate, espe-
cially at higher ultrasonic frequencies.17 The stacking se-
quence of the lamina is important for the ultrasonic behavior,
so the simple reflection coefficient of a unidirectional
graphite–epoxy plate cannot be applied here. Instead, a re-
flection coefficient17 derived using the transfer matrix is in-
corporated into our voltage spectrum calculation. Shown in
Fig. 10 is the receiver voltage spectrum from the@0,90#3s

biaxial composite laminate at 20° incidence and offset of 6
mm. The fiber direction in the top layer lies in the incident
plane. The unusual characteristics seen here demonstrate the
complexity resulting from the multilayer media. Even so, the
results are also in good agreement with the theoretical re-
ceiver voltage spectrum calculation, which accounts both for
the complex material behavior and the diffraction effects of
the transducer beams.

The effect of the stacking sequence is seen in Fig. 11,
where the experimental setup is the same as in Fig. 10, ex-
cept that the top-layer fiber direction is normal to the inci-

FIG. 8. Receiver voltage spectrum from a unidirectional graphite–epoxy
plate at 20° incidence and at an offset ofxi56 mm with the fiber direction
in the incident plane.

FIG. 9. Receiver voltage spectrum from a unidirectional graphite–epoxy
plate at 20° incidence and at an offset ofxi56 mm with the fiber direction
normal to the incident plane.

FIG. 10. Receiver voltage spectrum from a biaxial graphite–epoxy plate at
20° incidence and at an offset ofxi56 mm with the fiber direction in the
top layer lying in the incident plane.

FIG. 11. Receiver voltage spectrum from a biaxial graphite–epoxy plate at
20° incidence and at an offset ofxi56 mm with the top-layer fiber direction
lying normal to the incident plane.
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dent plane. The spectral difference below 2 MHz between
Figs. 11 and 10 is not significant, indicating that the laminate
behaves as a homogeneous orthotropic plate at low fre-
quency. Completely different behavior, however, exists
above 2 MHz.

V. CONCLUSION

In this paper we have extended the complex transducer
point ~CTP! technique to model the Lamb wave spectrum of
the receiver voltage. We have shown that the model provides
a very powerful tool to analyze the detailed characteristics of
the Lamb wave spectrum, as we have verified in extensive
experiments. We have found that a 3D beam calculation is
generally necessary for the spectral integration, because a 2D
beam is not accurate enough to model all features of the
measured receiver voltage. The 3D beam calculation can
model the reflection spectrum measurement in all experimen-
tal configurations for isotropic materials, and it is valid for
anisotropic materials under some cases when the angular de-
pendence of the reflection coefficient outside the incident
plane can be ignored. We have discussed various materials
characterization issues, using the model calculation as a po-
tential application. In most cases the spectrum is sensitive to
one or more elastic constants, and this fact permits precise
materials characterization. We have also developed an algo-
rithm for the asymptotic analysis of the reflection spectrum.

ACKNOWLEDGMENTS

The authors would like to thank Dr. Smaine Zeroug of
Schlumberger-Doll Research for a careful reading of the
manuscript. One of the authors, H. Z., would also like to
acknowledge the support from Herzog Services, Inc. during
the preparation of this paper.

1G. A. Deschamps, ‘‘Gaussian beam as a bundle of complex rays,’’ Elec-
tron. Lett.7, 684–685~1971!.

2J. Pott and J. G. Harris, ‘‘Scattering of an acoustic Gaussian beam from a
fluid-solid interface,’’ J. Acoust. Soc. Am.76, 1829–1838~1984!.

3J. G. Harris and J. Pott, ‘‘Further studies of the scattering of an acoustic
Gaussian beam from a fluid-solid interface,’’ J. Acoust. Soc. Am.78,
1072–1080~1985!.

4S. Zeroug and L. B. Felsen, ‘‘Nonspecular reflection of two- and three-
dimensional acoustic beams from fluid-immersed plane-layered elastic
structures,’’ J. Acoust. Soc. Am.95, 3075–3098~1994!.

5S. Zeroug and L. B. Felsen, ‘‘Nonspecular reflection of two- and three-
dimensional acoustic beams from fluid-immersed cylindrically layered
elastic structures,’’ J. Acoust. Soc. Am.98, 584–598~1995!.

6D. E. Chimenti, J. Zhang, S. Zeroug, and L. B. Felsen, ‘‘Interaction of
acoustic beams with fluid-loaded elastic structures,’’ J. Acoust. Soc. Am.
95, 45–59~1994!.

7T. J. Cloutier, A. Safaeinili, D. E. Chimenti, S. Zeroug, and L. B. Felsen,
‘‘Ultrasonic beam reflection from fluids loaded cylindrical shells,’’ J.
Appl. Phys.83, 2408–2419~1998!.

8H. Zhang, D. E. Chimenti, and S. Zeroug, ‘‘Transducer misalignment
effects in beam reflection from elastic structures,’’ J. Acoust. Soc. Am.
104, 1982–1991~1998!.

9H. Zhang and D. E. Chimenti, ‘‘Ultrasonic beam reflection from lossy
layered cylindrical shells,’’ Ultrasonics35, 441–450~1997!.

10O. I. Lobkis, A. Safaeinili, and D. E. Chimenti, ‘‘Precision ultrasonic
reflection studies in fluid-coupled plates,’’ J. Acoust. Soc. Am.99, 2727–
2736 ~1996!.

11H. L. Bertoni and T. Tamir, ‘‘Unified theory of Rayleigh-angle phenom-
ena for acoustic beams at liquid-solid interfaces,’’ Appl. Phys.2, 157–172
~1973!.

12L. E. Pitts, T. J. Plona, and W. G. Mayer, ‘‘Theory of nonspecular reflec-
tion effects for an ultrasonic beam incident on a solid plate in a liquid,’’
IEEE Trans. Sonics Ultrason.SU-24, 101–109~1977!.

13T. J. Plona, L. E. Pitts, and W. G. Mayer, ‘‘Ultrasonic bounded beam
reflection and transmission effects at liquid/solid-plate/liquid interface,’’ J.
Acoust. Soc. Am.6, 1324–1328~1976!.

14S. Zeroug, F. E. Stanke, and R. Burridge, ‘‘A complex-transducer-point
model for emitting and receiving ultrasonic transducers,’’ Wave Motion
24, 21–40~1996!.

15D. E. Chimenti and A. H. Nayfeh, ‘‘Leaky Lamb waves in fibrous com-
posite laminates,’’ J. Appl. Phys.58, 4531–4538~1985!.

16A. H. Nayfeh and D. E. Chimenti, ‘‘Propagation of guided waves in
fluid-coupled plates of fiber-reinforced composite,’’ J. Acoust. Soc. Am.
83, 1736–1743~1988!.

17D. E. Chimenti and A. H. Nayfeh, ‘‘Ultrasonic reflection and guided wave
propagation in biaxially laminated composite plates,’’ J. Acoust. Soc. Am.
87, 1409–1415~1990!.

18S. Zeroug, ‘‘Analytical modeling for fast simulation of ultrasonic mea-
surement on fluid-loaded layered elastic structures,’’ IEEE Trans. Ultra-
son. Ferroelectr. Freq. Control47, 565–574~2000!.

19O. I. Lobkis and D. E. Chimenti, ‘‘3D transducer voltage in anisotropic
materials characterization,’’ J. Acoust. Soc. Am.106, 36–45~1999!.

20R. B. Thompson and E. F. Lopes, ‘‘The effects of focusing and refraction
on Gaussian ultrasonic beams,’’ J. Nondestruct. Eval.4, 107–123~1984!.

21R. B. Thompson, D. O. Thompson, and L. W. Schmerr, ‘‘Strategies for
characterizing transducers and measurement systems,’’Review of
Progress in Quantitative NDE,edited by D. O. Thompson and D. E.
Chimenti ~Plenum, New York, 1996!, Vol. 15, pp. 931–937.

22R. Piessens, E. De Doncker-Kapenga, C. Uberhuber and D. Kahaner,
Quadpack, A Subroutine Package for Automatic Integration~Springer,
Berlin, 1983!.

23L. M. Brekhovskikh,Waves in Layered Media~Academic, New York,
1960!, Chap 4.

24L. B. Felsen and N. Marcuvitz,Radiation and Scattering of Waves~Pren-
tice Hall, Englewood Cliffs, NJ, 1973!.

25D. E. Chimenti and A. H. Nayfeh, ‘‘Ultrasonic reflection and guided
waves in fluid-coupled composite laminates,’’ J. Nondestruct. Eval.9,
51–69~1990!.

26A. H. Nayfeh and D. E. Chimenti, ‘‘Ultrasonic wave reflection from fluid-
coupled orthotropic plates with application to fibrous composite,’’ J. Appl.
Mech.55, 863–870~1988!.

27T. Kundu and A. K. Mal, ‘‘Acoustic material signature of a layered
plate,’’ Int. J. Eng. Sci.24, 1819–1829~1986!.

28M. J. Lowe, ‘‘Ultrasonics in multilayered media,’’ IEEE Trans. Ultrason.
Ferroelectr. Freq. Control42, 525–542~1995!.

29M. A. Awal and T. Kundu, ‘‘V~z! curve synthesis using two ultrasonic
transducers,’’ ASME J. Appl. Mech.62, 517–522~1995!.

30S. I. Rokhlin and D. E. Chimenti, ‘‘Reconstruction of elastic constants
from ultrasonic reflectivity data in a fluid coupled composite plate,’’Re-
view of Progress in Quantitative NDE, edited by D. O. Thompson and D.
E. Chimenti~Plenum, New York, 1990!, Vol. 9, pp. 1411–1418.

2737 2737J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 H. Zhang and D. E. Chimenti: Beam reflection from anisotropic plates



A unified boundary element method for the analysis
of sound and shell-like structure interactions.
II. Efficient solution techniques

Shaohai Chen and Yijun Liua)

Department of Mechanical Engineering, P.O. Box 210072, University of Cincinnati, Cincinnati,
Ohio 45221-0072

Xinyu Dou
Acoustics Technology Center, Motorola, Inc., Schaumburg, Illinois 60196

~Received 23 March 2000; revised 15 September 2000; accepted 16 September 2000!

Efficient solution methods are investigated in this paper for solving the linear system of equations
resulting from the recently developed boundary element method~BEM! for the coupled structural
acoustic analysis@S. H. Chen and Y. J. Liu, J. Acoust. Soc. Am.106, Pt. 1, 1247–1254~1999!#. An
iterative solver, namely, the quasiminimal residual method~QMR!, is selected among others and
found to be very favorable over the direct solver for solving the linear systems of equations with
complex coefficients generated by the structural acoustic BEM. Four problem-dependent
preconditioning schemes are developed to facilitate or accelerate the convergence of the iterative
solver. A new effective preconditioner specially designed for frequency-sweep analysis is also
presented in this paper. With this preconditioner, the iterative solver has been found to be stable in
a frequency-sweep analysis and can converge much faster than the direct solver. The
double-precision arithmetic is also found very useful in improving the convergence rate of the
iterative solver for structural acoustic problems. ©2000 Acoustical Society of America.
@S0001-4966~00!04512-4#

PACS numbers: 43.20.Fn, 43.20.Rz, 43.40.Rj@CBB#

I. INTRODUCTION

Recently, a unified boundary element method~BEM!
was developed for the coupled analysis of acoustic waves
interacting with thin, elastic, shell-like structures.1 Numerical
examples demonstrated that the unified BEM developed is
very effective and accurate for the analysis of sound and
shell-like structure interactions in both scattering and radia-
tion problems. The method is valid for shell-like structures
with arbitrarily small or nonuniform thickness, and does not
suffer from the thin-shape breakdown and fictitious eigenfre-
quency difficulty in the exterior acoustic domain. It is the
objective of this paper to improve the efficiency of the uni-
fied BEM developed by reducing the solution time of solving
the linear system of equations generated. An iterative solver
of the Krylov subspace type, that is, the quasiminimal re-
sidual ~QMR! iterative method, is investigated, among oth-
ers, and found to be very efficient in this type of application.
Preconditioning techniques to improve the convergence are
developed which include reordering of the mesh, scaling of
the submatrices, and other special treatments designed for
improving the characteristics of the matrix of the system.
Besides these problem-dependent preconditioning tech-
niques, a preconditioner specially designed for frequency-
sweep analysis is also presented in this paper.

The iterative methods currently available for solving a
linear system of equations@A#$x%5$b% can be characterized

into two groups, namely, stationary and nonstationary itera-
tive methods. The stationary iterative methods refer to itera-
tive methods such as Jacobi, Gauss–Seidel, successive over-
relaxation~SOR!, and symmetric successive over-relaxation
~SSOR!. In general, the stationary iterative methods, if they
converge, converge much slower than nonstationary
methods.2 The nonstationary methods include conjugate gra-
dient ~CG!, conjugate gradient on the normal equations
~CGNE!, generalized minimal residual~GMRES!, biconju-
gate gradient~BiCG!, quasiminimal residual~QMR!, conju-
gate gradient squared~CGS!, biconjugate gradient stabilized
~Bi-CGSTAB!, Chebyshev iteration, and so on. All nonsta-
tionary iterative methods listed above except Chebyshev it-
eration are of the Krylov subspace type. The differences
among them depend on how the basis for spanning the Kry-
lov space is found and how the linear system is enforced in
this space. A variety of convergence behaviors for these it-
erative solvers is therefore observed, although they are all
closely related to the characteristics of the left-hand-side ma-
trix @A# and the right-hand-side vector$b%. CG is derived for
symmetric positive definite linear systems, with its conver-
gence rate depending on the condition number of@A#. BiCG
is applicable to nonsymmetric systems and requires two
matrix–vector multiplications~involving @A# or its transpose
@AT#!. The convergence behavior of BiCG is quite irregular
and may suffer breakdowns. CGS is similar to BiCG and has
no matrix–vector multiplication with@AT#. It can converge
faster than BiCG, although the convergence is still irregular
and may be subject to the breakdown problem. BiCGSTAB

a!Author to whom correspondence should be addressed. Electronic mail:
Yijun.Liu@uc.edu
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is an improved version of CGS designed to avoid the break-
down that often occurred in CGS while preserving the fast
convergence rate. GMRES works on nonsymmetric systems
directly and generates orthogonal vectors that form the basis
spanning the Krylov subspace. Only one matrix–vector mul-
tiplication is required at each iteration. It minimizes the re-
sidual norm with exact arithmetic in each iteration and guar-
antees the convergence in less thann steps without restart
~wheren is the number of equations!. Because the orthogo-
nal vectors at each iteration have to be generated by using all
the previously computed vectors, the storage requirement
and computational effort tend to increase proportionally. In
order to control the storage requirement, restarts after a cer-
tain number of iterations are often needed. QMR is appli-
cable to both symmetric and unsymmetric matrices with real
or complex elements. It requires two matrix-vector multipli-
cations per iteration, both with@A# and @AT#. Instead of
forming the exact orthogonal vectors as in GMRES, it gen-
erates a biorghogonal basis for the Krylov subspace by using
the Lanczos process with short recurrences. Two recurrence
schemes, three-term and coupled two-term, have been devel-
oped. A look-ahead Lanczos algorithm has been employed to
extend QMR to general non-Hermitian matrices and avoid
the possible breakdowns in some cases. Smooth convergence
behavior can be observed for QMR in general. AFORTRAN

package,QMRPACK,3 has been developed, which contains all
the QMR algorithms. It should be noted that a transpose-free
version of the QMR, TFQMR, has also been developed and
added to theQMRPACK. For a complete review on solving
linear system with iterative solvers, please refer to Refs. 2
and 4 and the references therein.

The convergence behavior of iterative solvers varies for
different types of applications. For a particular type of prob-
lem, an iterative solver may or may not converge, or con-
verge more slowly than direct solvers. A suitable precondi-
tioning scheme can greatly improve the situation. Intensive
research efforts have been directed to address the suitable
iterative solvers for all the existing applications and the cor-
responding preconditioning schemes. As long as a competi-
tive iterative solver and a suitable preconditioning scheme
can be identified for a particular problem, high efficiencies in
solving the linear system of equations can be expected over
direct solvers.

Generic preconditioning involves finding an economi-
cally invertible matrix~often referred to in the literature as a
preconditioner!, and applying the inverse of that matrix
through multiplication to the original linear system for a new
linear system which has a coefficient matrix with more fa-
vorable characteristics. Clearly, it is desirable that the pre-
conditioner resembles@A#, as the new coefficient matrix
would be close to an identity matrix. The matrix–matrix
multiplication is never computed explicitly but integrated
into the iterative process, where the factorization of the pre-
conditioning matrix is formed once, and only forward and
backward substitution processes are needed for all iterations.
The existing generic preconditioning schemes include diag-
onal preconditioning, block diagonal preconditioning, SSOR
preconditioning, incomplete LU decomposition~ILUD !, and
so on. Diagonal preconditioning employs only the diagonal

terms of@A# to form the preconditioner. It is the simplest, but
often quite effective for some applications. The block pre-
conditioner is similar to the diagonal preconditioner but
formed by the small blocks on the diagonal direction of@A#.
The SSOR preconditioner is formulated from the diagonal,
lower, and upper triangular parts of@A#. A special case of the
SSOR preconditioner is the diagonal preconditioner. Al-
though applying the SSOR preconditioner is relatively inex-
pensive, it is unlikely to obtain a preconditioner closely re-
sembling @A#, which is the key feature of a good
preconditioner. The ILUD preconditioner is formed by drop-
ping off the nonzero elements in the factorization of@A# in
positions where@A# has zeros. This preconditioning scheme
is often very effective. The drawback, besides the memory
consumption, is the long computing time needed even when
@A# is sparse. As a BEM formulation usually generates a
fully populated matrix, this preconditioning scheme is not
feasible. Preconditioning can also be performed in the pro-
cess of forming the linear system, which is problem depen-
dent. This is often more effective and economical than ge-
neric preconditioning. Some preconditioning schemes of this
kind are presented in this paper and shown to be effective for
the coupled sound thin-shell interaction problems consid-
ered, although with all the preconditioning schemes ever de-
veloped, the iterative solution methods in general are consid-
ered to be less stable than direct solution methods. This
situation may have been changed with a preconditioning
scheme developed in this paper for problems requiring
frequency-sweep analysis.

To the authors’ best knowledge, no applications of itera-
tive solvers for frequency-dependent problems, using the
BEM have been reported in the literature. For static prob-
lems, such as elastostatic and potential problems, the perfor-
mance of the iterative solvers in solving linear system of
equations generated by the BEM have been reported.5–8 In
Ref. 5, CGN and GMRES were applied to 2D elastostatic
problems with the use of diagonal, block diagonal, and ILUD
preconditioners. Example problems with degrees of freedom
up to 488 were tested using double-precision arithmetic
with residual norm of 1026 as the stopping criterion. The
preconditioned GMRES was found to be faster than the di-
rect solver in general, while CGN was found not as fast with
or without preconditioners. In Ref. 6, GMRES, CGS,
BiCGSTAB, and CGN with diagonal and block diagonal
preconditioners were tested on small thermal and elastic
problems with 2D and 3D geometries. The largest 3D model
used for the elastostatic analysis contains 541 nodes. Stop-
ping criterion in the form of residual norm was set as 1026

~1027 in some cases! and 1024 for elastic and thermal prob-
lems, respectively. GMRES with diagonal preconditioning
was shown to be significantly faster than the direct solver
and was the most effective solver among other iterative solv-
ers tested. CGS and BiCGSTAB were also found faster than
the direct solver when used with diagonal preconditioning. In
Ref. 7, the comparison of a number of iterative solvers was
performed using two linear systems~with 250 and 1000
equations! generated by the BEM for a 2D potential prob-
lem. Four different types of matrices, two from the conven-
tional boundary integral equation~BIE! and the other two
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from the hypersingular BIE, were considered. GMRES with
no restart, BiCG, and QMR outperformed other iterative
schemes such as CG, CGS, CGN, and BiCGSTAB, when no
preconditioning schemes were considered for all the algo-
rithms. All the iterative algorithms were in general faster
than direct methods, even with very stringent stopping crite-
rion (10210). In Ref. 8, a reorthogonalization scheme with
double-precision arithmetic was adopted to generate more
accurate basis vectors for GMRES, which was then used to
solve a relatively large linear system~up to 4902 equations!
resulting from the BEM for 3D elastostatic problems. The
solution time in the case of 4902 equations was more than
five times faster than that of a direct solver, even with a
stringent stopping criterion (1027). The non-restart version
of GMRES was used in Ref. 8.

For dynamic analyses formulated in the BEM, QMR is a
very good candidate among all the iterative solvers as it is
applicable to unsymmetrical matrices with complex elements
and less prone to numerical breakdowns. In this paper, the
feasibility and efficiency of the iterative solver QMR in solv-
ing the linear system resulting from a BEM formulation of a
frequency-dependent coupled structural acoustic problem are
demonstrated. In the following, the stopping criterion used in
QMR for BEM applications is justified first. The perfor-
mance of QMR is then demonstrated by a pure acoustic ap-
plication formulated in the BEM. The preconditioning
schemes developed in this paper are then described in detail
and tested. Finally, the comparison of the direct solver
~LAPACK! and the iterative solver QMR for solving the
linear system resulting from the BEM formulation for a
coupled sound–structure interaction problem is presented us-
ing the testing cases.

II. THE ITERATIVE SOLVER FOR THE STRUCTURAL
ACOUSTIC BEM

The detailed formulation of the unified boundary ele-
ment method for analyzing the coupled sound–structure in-
teraction problem has been presented in Ref. 1. The two sets
of ordinary differential equations corresponding to the acous-
tic field and the elastic field in the frequency domain are
recast into two sets of boundary integral equations~BIEs!,
which are coupled by the interface conditions defined on the
wet surface of the elastic structure. After the discretization of
the two BIEs on the surfaces of the structure, a linear system
of equations@A#$x%5$b% is obtained, which has the follow-
ing structure:

F H D 0

Ea Taa Tab

Eb Tba Tbb

G H F
ua

ub

J 5H F8
2Uabtb

2Ubbtb

J , ~1!

where$F% and $u% are vectors that account for the total dis-
turbed acoustic pressure and displacement at the nodes, re-
spectively;@H# and@T# are square submatrices resulting from
the singular kernel of the BIE for acoustic field and elasto-
dynamic field, respectively;@D# and @E# are rectangular
submatrices obtained after applying the interface conditions;
the subscriptsa andb denote the outer~wet! surface and the
inner ~dry! surface, respectively;$F8% and $tb% are known

vectors resulting from the incident wave and traction on the
inner surface, respectively. Please refer to Ref. 1 for the deri-
vation of ~1!.

In this paper, the performance of the iterative solver
QMR in solving linear systems of complex equations result-
ing from the BEM, as shown in Eq.~1!, is investigated. The
QMR algorithm based on the coupled two-term variant of the
look-ahead Lanczos process3 is used. The iterative solver is
considered converged when the relative residual norm is less
than a preset value~often referred to as tolerance!. The rela-
tive residual norm is defined as

ir ni2

ir 0i2
5

iAxn2bi2

iAx02bi2
, ~2!

where$xn% is the solution vector at the end of thenth itera-
tion, $x0% the initial guess~usually set as a zero vector!, $r n%
the residual vector andi•i2 the Euclidean norm. The preset
tolerance has to be small enough so that reliable results can
be obtained, but not so small that computation efforts are
wasted.

The proper value of the tolerance was studied numeri-
cally using the radiation problem of a pulsating sphere~no
coupling with elastic structure!, for which the analytical so-
lution is available. A mesh consisting of quadratic elements
with 290 nodes was generated over the surface of a unit
sphere for this purpose. The corresponding linear systems
formed after the discretization of the BIEs were solved using
both direct solver and iterative solver. The error with respect
to the analytical solution was calculated in the Euclidean
norm

iErrori25
ix2Xi2

iXi2
, ~3!

where$X% represents the analytical solution,$x% the solution
resulting from the BEM using direct solver or iterative
solver. The error levels at eight frequencies from using direct
solver and QMR with two stopping tolerances~1024 and
1026! are shown in Fig. 1. It can be seen that the direct
solver and QMR achieved virtually the same level of accu-
racy over all eight frequencies. The error level is in general
increasing toward higher frequencies, due to the fact that
there are fewer elements within one wavelength. Higher er-

FIG. 1. Error level for the radiation analysis of a pulsating sphere (DOF
5290).
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ror levels are observed atka53 and 6, which are in the
vicinity of the fictitious eigenfrequenciesp and 2p, due to
the adverse matrix characteristics although unique solutions
have been guaranteed by Burton and Miller’s formulation
~which employs the hypersingular BIE!. Since the round-off
error ~on the order of 1024! is small relative to the discreti-
zation error~on the order of 1023!, solving the linear system
more exactly~reducing round-off error! cannot render a more
accurate result as compared to the analytical solution~reduc-
ing the discretization error!. This fact is also supported by
the results from the iterative solver. With the stopping crite-
rion set as 1024, the iterative solver achieved the same level
of accuracy as the direct solver~compared to the analytical
solution!. The solution resulting from using 1026 as the tol-
erance gave trivial improvement in the accuracy with respect
to the analytical solution~Fig. 1!, while consuming three
times more solution time. The stopping criterion is therefore
set as 1024 for all the following test cases, since errors in the
1024 level are acceptable for most engineering purposes.
Higher levels of accuracy can only be achieved by using
finer meshes to reduce the discretization errors. It was ob-
served that QMR is not free of breakdowns. In fact, when the
tolerance was set as 1026, the iterative solver suffered ab-
normal termination before it reached the stopping tolerance
at ka53. This breakdown was not encountered when double
precision was used~Fig. 1!, as the direction vectors can be
further refined in double-precision arithmetic.

III. PURE ACOUSTICS ANALYSIS—TEST RESULT

The iterative solver was first tested with pure acoustic
problems, i.e., without the coupling with structures. The con-
ventional BIE for the same pulsating sphere problem de-
scribed in the previous section was discretized using six dif-
ferent meshes with the total number of nodes as: 290, 1154,
2594, 4610, 7202, and 10 370. The highest frequency fea-
sible for each mesh~ka58, 16, 24, 32, 40, and 48, respec-
tively! was employed in obtaining the corresponding CPU
time consumption. Single-precision arithmetic was used for
all six cases. The saving in CPU time by using the iterative
solver over direct solver is illustrated in Fig. 2. All data were

obtained on a Pentium II PC~400 MHz, 256 MB RAM! with
WINDOWS NT operating system. An estimated value of the
CPU time consumption of the direct solver for the case with
the largest mesh was used since the CPU time was too long
~estimated over 10 days of clock time! for the direct solver.
The ratio between the time consumed by direct solver and
that by iterative solver increases as the problem size in-
creases. For the case with 7202 nodes, the iterative solver
was 86 times faster than the direct solver. It should be noted
that the CPU time consumption of the iterative solver is less
for 4610 degrees of freedom than for 2594 degrees of free-
dom, as the iterative solver is sensitive to the conditioning of
the system. The iterative solver was applied without using
any preconditioning schemes in this pure acoustic case. From
this test, the CPU time savings in solving the acoustic BEM
equations using the iterative solver QMR are evident.

IV. COUPLED STRUCTURAL ACOUSTICS
ANALYSIS—FIVE PRECONDITIONING SCHEMES

For the coupled problem, the linear system of equations
~1! has very high condition numbers in general due to the
mismatch of the materials~structure and fluid!. A special
partitioning scheme has to be used for the direct solver to
obtain reliable solutions. The solution time can also be dra-
matically reduced by using the iterative solver, but not with-
out the help of preconditioning. The three existing precondi-
tioners available in the literature~the diagonal, the block-
diagonal, and the SSOR preconditioners! were tested and
found not working for the applications considered. There-
fore, five new preconditioning schemes are developed in this
study. They will be referred to as scheme 1, 2, 3, 4, and 5 in
the following sections. A steel spherical shell~Fig. 3! im-
mersed in water will be used as the test case for the first four
preconditioning schemes. The dimension of the shell isa
51 m, h/a50.01, wherea is the outer radius andh is the
thickness.

FIG. 2. CPU time consumption for the radiation analysis of a pulsating
sphere.

FIG. 3. A spherical shell with uniform thickness~outer radius5a,
inner radius5b, thickness5h5a2b!.
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Scheme 1 reorders the nodes on the outer~wet! surface
of the structure, which are used for the discretization of the
acoustic BIE. This scheme is aimed at providing a suitable
numbering of the nodes in the mesh to place all the dominant
entries ~i.e., with larger absolute values! of the matrix as
close as possible to the main diagonal. Specifically, the
nodes in the vicinity of every single node in the mesh will be
assigned node numbers close to the node number of that
node by an algorithm calculating and comparing the distance
between nodes. Figures 4 and 5 show the image of the coef-
ficient matrix @A# resulting from the spherical shell model
before and after applying scheme 1, respectively. The larger
the absolute value of an entry, the darker the dot shown in
the image. It can be seen in Fig. 4 that the@H# and @D#
submatrices dominate matrix@A# with very large entries dis-
tributed all over these submatrices. The@Ea# and @Eb#
submatrices consist of very small entries~shown as a nearly
white area in the image!. The@Taa#, @Tab#, @Tba#, and@Tbb#
submatrices in@A# result from the singular integral operator

for the elastic domain. The diagonal dominant phenomenon
is evident in each of the four submatrices, although@Tab#
and@Tba# can’t contribute to the overall diagonal dominance
of @A#. Figure 5 shows the image of the same coefficient
matrix after applying scheme 1. Significant changes can be
observed in submatrices@H#, @Taa#, @Tab#, @Tba#, and
@Tbb#.

Scheme 2 involves reordering of all the nodes on the
two structure surfaces for the discretization of the elastody-
namic BIE. This reordering scheme is motivated by the fact
that when the thickness of the shell gets smaller, the matrix
entries with contributions from the nearly singular integrals
become larger. It is therefore desirable to place these entries
closer to the main diagonal by reordering the nodes. Figure 6
shows the coefficient matrix after applying schemes 1 and 2.
The entries of the zero block of the primitive matrix are now
mixed with the entries of the@D# submatrix. It is evident that
the@Taa#, @Tab#, @Tba#, and@Tbb# submatrices are now con-
tributing toward the overall diagonal dominance of@A#. Be-
cause of the coupling process of the two domains, the matrix
is again extremely unbalanced with@D# featuring very large
entries, while@Ea# and @Eb# consist of very small entries.

Scheme 3 is designed to render a better scaling of the
coefficient matrix@A#. Because of the mismatch of the two
domains with quite different material properties, the entities
in @D# are much larger than those in@E#. This kind of unbal-
ance among entities in a system matrix results in a very high
condition number. A scaling factor related to material prop-
erties is used to provide a better scaling. Figure 7 shows the
resulting matrix after applying schemes 1, 2, and 3. The ma-
trix is now evidently diagonally dominant with a very clear
pattern except for the@H# submatrix.

Scheme 4 is designed to further improve the character-
istics of @A# by utilizing the inverse of@H#, which is obtained
by the direct method. This preconditioning scheme is more
expensive than the previous three. However, the resulting
coefficient matrix@A# ~Fig. 8! has better characteristics that
often reduce the total solution time~including the time used
for obtaining the inverse of@H#!. This is due to the further

FIG. 4. Image of matrix@A# before applying any of the four preconditioning
schemes.

FIG. 5. Image of matrix@A# after applying preconditioning scheme 1.

FIG. 6. Image of matrix@A# after applying preconditioning schemes 1 and 2.
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reduction in the condition number of@A#, as demonstrated in
the following test cases.

In practice, a dynamic problem often needs to be solved
for many frequencies. Scheme 5 is specially designed for this
kind of application. It is found that the coefficient matrix@A#
at the first frequency in a frequency sweep can serve as a
perfect preconditioner for all the subsequent frequencies. As
all the system matrices for different frequency cases result
from the same geometry and boundary conditions, they re-
semble each other. Any one of them can be used as a pre-
conditioner for all the other cases. With the help of this pre-
conditioner, a frequency sweep for a dynamic problem can
be performed very efficiently using the iterative solver. The
inverse of this preconditioner is never computed explicitly.
Instead, a more economical process, the LU factorization, is
performed and the result is stored. The matrix–vector multi-
plication involving the preconditioner in each iteration step
is then obtained by one forward and one backward substitu-
tion, which consume the same amount of computation effort
as that of a direct matrix–vector multiplication. The matrix–
vector multiplication involving the transpose of the precon-
ditioner presents no extra computing effort. As the time con-
sumed by each of the consecutive frequency cases can be
dramatically reduced by using the iterative solver, the overall
time consumption for the frequency sweep can be much less
than that by using the direct solver for every frequency. The

more frequencies are involved in a frequency sweep, the
more saving in CPU time can be expected. The significance
of this scheme is that the iterative solver can converge much
faster than the direct solver and provide the efficiency in
frequency-sweep analyses.

V. COUPLED STRUCTURAL ACOUSTICS
ANALYSIS—TEST RESULTS

The effectiveness of the first four preconditioning
schemes in accelerating the convergence of the iterative
solver was tested first. Three different meshes for the spheri-
cal shell~Fig. 3! with 64, 256, and 576 quadratic elements,
which yield 574, 2478, and 5726 equations in the final linear
system, respectively, were used. Ten test cases representing
all the interesting scenarios were performed using the mesh
with 256 elements on the Pentium II PC. Results from five of
the ten cases~case 1 with no preconditioning; case 2 with
preconditioning scheme 1; case 3 with preconditioning
schemes 1 and 2; case 4 with preconditioning schemes 1, 2,
and 3; and case 5 with preconditioning schemes 1, 2, 3, and
4! are shown in Table I. It was found that with the applica-
tion of all the four preconditioning schemes~case 5!, the
iterative solver converged at the fastest rate among all the
test cases. The condition number of the original matrix
dropped from the order of 108 to the order of 104. The cor-
responding CPU time consumption of the iterative solver is

FIG. 7. Image of matrix@A# after applying preconditioning schemes 1, 2,
and 3.

FIG. 8. Image of matrix@A# after applying preconditioning schemes 1, 2, 3,
and 4.

TABLE I. The effectiveness of the preconditioning schemes. Note: o—not applied;A—applied; SP—single
precision; DP—double precision.

Scheme
1

Scheme
2

Scheme
3

Scheme
4

Number of
iterations CPU time~s!

SP DP SP DP

Case 1 o o o o .1000 .1000 ¯ ¯

Case 2 A o o o .1000 932 ¯ ¯

Case 3 A A o o .1000 933 ¯ ¯

Case 4 A A A o 355 58 ¯ ¯

Case 5 A A A A 190 47 425.83 196.15
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425.83 s and 196.15 s, compared to 581.38 s and 972.62 s
consumed by the direct solver, for single-precision and
double-precision arithmetic, respectively. The saving in so-
lution effort rendered by the iterative solver over the direct
solver is clearly demonstrated in this coupled analysis, espe-
cially in the case of double precision~about five times faster
than the direct solver!. To show the consistency of this ap-
proach, two additional tests were performed on the same
spherical shell with the other two meshes using the four pre-
conditioning schemes with double-precision arithmetic. The
comparison of CPU time consumption of direct solver and
QMR for all the three meshes are shown in Fig. 9. The for-
mation time is also plotted as a reference. The effectiveness
of the first four preconditioning schemes is evident.

To demonstrate the effectiveness of scheme 5 for the
frequency-sweep analysis, a submarine-like model~Fig. 10!
was studied next. The length of the submarine-like model is
7 m, main radius 0.5 m, and the thickness of the shell 0.01
m. The result from the iterative solver with the first four
preconditioning schemes could not render fast convergence
for this slender submarine-like model in the coupled analy-
sis. With scheme 5, however, a stable result was obtained for
the frequency-sweep analysis. The BEM model used in this

study consists of 416 quadratic elements and 1188 nodes.
The structure is immersed in seawater and impinged upon by
a plane incident wave in the positivex direction. With the
use of all the first four preconditioning schemes, the iterative
solver could not even come close to convergence in 600
iterations, twice as much time as the direct solver would
consume. This extremely slow convergence rate was dra-
matically changed by using the preconditioner in scheme 5.
A frequency sweep over 8 frequencies fromkL52 to kL
54 was performed for demonstration purpose~L is the total
length of the model!.

Figure 11 shows the CPU time consumption by using
QMR for each frequency case in the frequency sweep, as
compared to the direct solver. The preconditioning schemes
1, 2, 3, and 5 were used. Besides the first frequency case,
where the LU factorization of the preconditioner was per-
formed, a great deal of savings in CPU time was achieved for
all the subsequent cases. It can be seen in Fig. 11 that the
preconditioner performed better when the frequency at which
the calculation was conducted was closer to the frequency at
which the preconditioner was generated. The reason is quite
obvious, as the system matrix obtained after preconditioning
would be closer to the identity matrix, when the two frequen-
cies are closer to each other. In light of this fact, better per-
formance can be expected when the preconditioner is gener-
ated at the middle frequency of a frequency span. The
condition number of the resulting linear system~with 4158
unknowns! after applying schemes 1, 2, and 3 is on the order
of 106. Scheme 4, which is the most costly one among the
first four schemes, is found unnecessary when the precondi-
tioner provided by scheme 5 is used. Since fast convergence
is ensured by the preconditioning schemes, the CPU time
consumption at each frequency can be much less than that of
a direct solver. The more frequency steps in the frequency-
sweep analysis, the more savings in CPU time can be
achieved in the solution process. The forward-scattering and
back-scattering results of the coupled analysis using QMR
and the direct solver are compared in Figs. 12 and 13, re-
spectively. The results from pure acoustic analysis~consid-
ering the structure as rigid and stationary! are also plotted as

FIG. 9. CPU time consumption for the coupled radiation analysis of a steel
spherical shell (h/a50.01).

FIG. 10. A submarine-like model~main radius50.5 m, total length57 m,
and thickness50.01 m!.

FIG. 11. Comparison of CPU time consumption at each frequency for a
scattering problem on the submarine-like model using QMR and direct
solver.
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a reference. The consistency between the results from QMR
and the direct solver again demonstrates the efficiency and
reliability of the iterative solver, and the sufficiency of using
1024 as the stopping tolerance for the QMR solver.

More sophisticated numerical tests, for example those
involving nonuniformly applied loads, at higher frequencies
or larger models, need to be studied to further fine-tune the
iterative solver for the analysis of coupled structural acous-
tics problems using the BEM.

VI. CONCLUSION

Effective solution schemes for the applications of the
unified BEM to coupled sound and thin-shell structure inter-
action problems have been studied. An iterative solver,
namely, the quasiminimal residual method~QMR!, was se-

lected among others and found to be much more efficient
compared to the direct solver in solving the linear systems of
equations with complex coefficients generated by the struc-
tural acoustic BEM. Four problem-dependent precondition-
ing schemes are developed to accelerate the convergence of
the iterative solver. Double-precision arithmetic is also very
useful in improving the convergence rate.

In addition, an effective preconditioner~scheme 5! spe-
cially designed for frequency-sweep analysis is presented.
With this preconditioner, the iterative solver has been found
to be stable in a frequency-sweep analysis. The scheme en-
sures convergence, and the CPU time consumption is much
less than that of the direct solver in the case studied in this
paper.

To further improve the efficiency of the developed BEM
in analyzing even larger structural acoustic problems, meth-
ods to reduce the CPU time in the formation of the coeffi-
cient matrices should be explored. The formation time has
been shown to become dominant in the whole BEM process
with the use of the iterative solver~see, e.g., Fig. 2!. This
reduction can be achieved by using, for example, the multi-
pole expansion method~see, e.g., Ref. 9! emerging recently
in the BIE/BEM.
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An identification method based on a variational algorithm is proposed for the determination of the
viscoelastic properties of plates from a set of experimental data. A pulse-transmission configuration
with parametric sources is used for the experimental measurements, whereby two electrically mixed
high-frequency pulses are combined to generate a low-frequency, narrow-beam signal to minimize
the edge-diffraction effect from a finite-sized panel. The variational method is based on an
optimization technique adapted from an approach normally used in dynamics for the identification
of motion parameters. The fluid–panel–fluid system is initially represented by a transmission matrix
model. The model and the known experimental data are then used to build an optimization
functional to be minimized by means of a collocation method based on the Hamilton principle
analogy. The plate viscoelastic parameters are then calculated by application of well-established
numerical procedures to the resulting set of integral-differential equations. ©2000 Acoustical
Society of America.@S0001-4966~00!02312-2#
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I. INTRODUCTION

Amplitude and phase of the scattered acoustic field vary
considerably at different frequencies with the material prop-
erties of a scatterer. These properties include the geometry
and the physical constitutive parameters of the material.

In order to characterize completely the mechanical prop-
erties of viscoelastic materials, 36 frequency-dependent,
complex parameters are necessary in the most general case,
although the number of parameters can be reduced by using
the appropriate hypothesis on the materials such as isotropy
and homogeneity and other constitutive relationships such as
the relation among bulk modulus, shear modulus, and Pois-
son ratio.

Determination of these parameters is often performed by
means of inversion methods from laboratory measurements
of scattered acoustic field. Applications of this method can
be found, for example, in the works of Piquette1 for the
complex dynamic bulk modulus of elastomers; Simmonds
and Humprey2 for the dynamic plate modulus by measure-
ments in the impedance tube; W. F. Zonget al.3 for elastic
wave and Lame´ parameters reconstruction. The inversion
problem, however, can become intractable in the presence of
too many unknowns or imprecisely known quantities.

A different approach to the problem is given by ‘‘curve
fitting’’ experimental data and model data to obtain a com-
patible set of material properties.

One of the best-known methods based on this principle
has been presented by Piquette.4 The method, called ONION,

is based on the simultaneous least-square fitting of reflected
and transmitted wave data and produces excellent results for
thick panels. A minor inconvenience of the method is that it
is noncausal, since the model used to fit the data treats the
loss as frequency dependent, but assumes that the sound
speed is frequency independent.

The purpose of this paper is to describe a different ap-
proach to the determination of viscoelastic parameters from
best fitting of experimental data. The identification problem
is reduced to an optimization problem that can be solved in a
best-fit sense. All the parameters are treated as frequency
dependent, which render the method consistent with the cau-
sality principle.

The method is based on the so-called Hamilton principle
analogy used in mechanics to determine the optimal motion
of continuous systems in the presence of noise and unknown
parameters.5 An optimization functional with unknown pa-
rameters is built in the form of a pseudo-Hamiltonian func-
tion and is solved by collocation in the proper integration
interval. The pseudo-Hamiltonian function has the form of a
Hamiltonian function, but not necessarily the same physical
meaning as in mechanics. The method allows building a set
of integral equations in the desired number of unknowns that
can then be solved numerically.

In this paper, a set of panels made of loaded butyl rubber
is analyzed. The acoustic properties of the panels, namely
echo reduction and insertion loss, are measured as varying
functions of frequency and angle of incidence. The proposed
identification method is then applied and the viscoelastic re-
sponse functions are determined in the given frequency
range.

Readers not familiar with numerical collocation tech-
niques can consult the references for more detailed
explanations.6

a!Electronic mail: alberto.di.meglio@cern.ch
b!Present address: SACLANT Undersea Research Center, Viale S.

Bartolomeo, 400, 19138 La Spezia, Italy. Electronic mail:
wang@saclantc.nato.int
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II. THE VISCOELASTIC MATERIAL

The viscoelastic material used for the experimental tests
is a loaded butyl rubber compound. The base butyl rubber
was supplied by Exxon Chemicals Ltd. as a white, uncured
rubber bale. The rubber was compounded in a low-speed
milling machine, adding fillers to modify its mechanical
properties.1 It was then calendered and vulcanized to form a
set of black plane panels of density ranging from 1000 to
2200 kg m23. The chemical formulations can be found in
Tables I and II.7

III. THE EXPERIMENT CONFIGURATION

A pulse, single-transmission configuration has been used
for the experiments.

One limitation of this type of ultrasonic immersion
methods is that high-frequency sources must be used to limit
the beamwidth of the source and avoid edge-diffraction ef-
fects from limited size panels. In addition, a large number of
transducers must be employed if a useful frequency range
has to be covered. A method of overcoming both this limi-
tations is the use of a parametric source.

As first proposed by Westervelt,8 two high-frequency
primary sound waves are used to produce a low-frequency
secondary sound wave as an effect of nonlinearity in the
propagation. The low-frequency secondary source is the dif-
ference between the two main primaries and its23-dB
beamwidth is of the same order of magnitude as the23-dB
beamwidth of the high-frequency primary sources.9 In addi-
tion, by varying the two primary sources inside the range of
useful bandwidth of the transducer, a large frequency band-
width can be produced as a difference without the need to
use a complete set of different transducers.10

The two primary frequencies are mixed electrically in
the transmitting apparatus before the transducer. The pres-
sure source level of the secondary source increases as the
total primary power increases and as the square of the dif-
ference frequency itself increases. In addition, it increases
with a decreasing primary frequency.7 Consequently, the
transducer used as the primary source must have resonance
frequency between 0.8 to 3 MHz and low Q factor to have a
useful bandwidth, usually less than 6. It must be capable of
delivering sufficient power in the water, which typically
means efficiency of 30%–40% or more with peak output
electrical power of the order of 200 W.8 Efficient setup of a
material testing environment has been discussed in details by
Humphrey11 and Humphrey and Berktay.12 The characteris-
tics of the transducer used in the present experiment are
given in Table III.

The parametric source was truncated by interposition of
an acoustic filter placed at 0.5 m in front of the transducer.
The filter, made of a 10-mm panel of silica-filled butyl rub-
ber, attenuated the high-frequency components of the signal
in order to reduce the effect of additional nonlinearities in
water or in the tested panels.

The configuration of the experimental setup and the
measurement apparatus are shown in Fig. 1.

IV. THE EXPERIMENTAL MEASUREMENTS

After calibration with a standard aluminum reflector, a
set of measurements has been carried out on a set of 600
3600310-mm butyl rubber panels of density varying from
1000 to 2200 kg m23 in 200 kg m23 increments. Measure-
ments of the reflected and transmitted signal have been ob-
tained for both normal and oblique incidence in the fre-
quency range 30 to 130 kHz in 2-kHz steps. Measurements
of the reflected and transmitted pulses have been carried out
using a B&K model 8103 hydrophone calibrated over the
frequency range of interest was used. The source signal was

TABLE I. Chemical formulation of uncured butyl rubber base~phr!.

Unvulcanized butyl rubber
ISO 2302

ASTM D 3188

Butyl 100
IRB 6 50
Zinc oxide ~NBS 370! 3
Stearic acid~NBS 372! 1
Sulphur~NBS 371! 1.75
TMTDS ~IRM 1! 1

TABLE II. Chemical formulation of vulcanized butyl rubber sheets~phr!.

Vulcanized butyl rubber

Butyl 365 100.00
Stearic acid 0.50
Silica ~Hard clay! variable proportion to

obtain desired density
Calcium carbonate 40.00
Zinc oxide 5.00
Polyethylene 6.00
Paraffin wax 4.00
S-315 carbon black 10.00
DMF
~p. quinanedioxime!

6.00

Red lead~Pb3O4! 9.00
Sulphur 0.80

TABLE III. Electroacoustic transducer parameters.

Transducer parameters Value

Resonance frequency 1.08 MHz
Q-factor 3.6
Efficiency 36%

FIG. 1. Experiment setup and measurement equipment.
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given by a series of pulsed waves with a number of cycles
per pulse set to 200 and a 20-ms repetition rate between
pulses.

The experimental curves of echo reduction and insertion
loss are shown in Figs. 2–7. The plots have been constructed
by averaging each measurement up to 1000 times using a
Lecroy digital oscilloscope. The reflection and transmission
coefficients at fixed angle of incidenceu, R(v), andT(v),
have been defined in terms of the measured fast Fourier
transform~FFT! spectra as follows:

T~v!5
F t~v!

F ref~v!
,

~1!

R~v!5
F r~v!

F ref~v!
5

F tr~v!2F0~v!

F ref~v!
.

The spectra in the first case were obtained by recording the
transmitted signalF t(v) in the presence of the test panel
and then removing the test panel to measure the reference
signalF ref(v). In the second case, the net reflected spectrum
F r(v) was obtained by recording the total reflected signal
F tr(v) in the presence of the test panel and then subtracting
the incoming signalF0(v) measured after removing the test
panel with the hydrophone left in the same position. The
reference position in the second case is symmetrical to the
measurement position with respect to the panel.11

It is possible to see from Fig. 2 that the echo reduction
curve has two local maxima in the plotted range around 45
and 80 kHz. The maxima are more evident at lower density
levels. They tend to disappear, as the material becomes more
rigid because of the higher content of heavy hard clay. This
behavior, which is typical of viscoelastic materials, is nor-
mally due to mechanical resonance phenomena in the mo-
lecular chains, triggered by different levels of energy in the
forcing signal.

As the frequency of the signal increases, the behavior of
the material moves towards the elastic region and the curves
show a more decidedly decreasing trend, which means in-
creasing reflection from the panels.

The insertion loss curves follow an increasing trend,
whose shape doesn’t depend on the density. However, higher
density produces higher insertion loss as more sound power
is reflected back and less power passed through.

The echo reduction and insertion loss as a function of
angle of incidence are shown at three different frequency
values in Figs. 4–7. The chosen frequency sample values are
40 and 80 kHz, which are in the range of interest for the
analysis to be carried out.

There are marked differences in the echo reduction as a
function of the incident angle from the three panels. The
low-density panel exhibits the highest echo reduction at the
normal incidence. The echo reduction decreases with the in-

FIG. 4. Power echo reduction ER as a function of angle of incidenceu for
a 10-mm-thick butyl rubber panel at 40 kHz for three different density
values~d 1200 kg m23; l 1800 kg m23; m 2200 kg m23!.

FIG. 5. Power insertion loss IL as a function of angle of incidenceu for a
10-mm-thick butyl rubber panel at 40 kHz for three different density values
~d 1200 kg m23; l 1800 kg m23; m 2200 kg m23!.

FIG. 2. Power echo reduction ER as a function of frequencyf for a 10-mm-
thick butyl rubber panel at three different density values at normal incidence
~d 1200 kg m23; l 1800 kg m23; m 2200 kg m23!.

FIG. 3. Power insertion loss IL as a function of frequencyf for a 10-mm-
thick butyl rubber panel at three different density values at normal incidence
~d 1200 kg m23; l 1800 kg m23; m 2200 kg m23!.
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cident angle rapidly from about 10 dB at normal to only 3–4
dB at 66°. The insertion loss of the panel increases with the
incident angle in the same range. The high-density panel is
less sensitive to variations of the angle of incidence from
normal incidence up to about 50°. The medium density panel
has echo reduction and insertion loss with lower variation
than the low-density panel but higher variation than the high-
density panel.

V. THE VARIATIONAL IDENTIFICATION METHOD

The method used to reconstruct the physical properties
of the loaded butyl rubber is an optimization method based
on the Hamilton principle analogy. The method was devel-
oped by one of the authors~Di Meglio! and originally ap-
plied to the optimization of the dynamics of a flexible con-
tinuous system subject to an optimization goal.5

In the present case, the optimization goal is seeking a
suitable set of functional complex parameters. These param-
eters must be such that they minimize the difference between
the measured echo reduction and insertion loss and the ana-
lytical values calculated from a transmission matrix
schema.13

We assume the properties of water, the thickness of the
panel, and the geometry of the experiment to be known with
enough precision to be considered noiseless quantities.

The function to be minimized can be derived by the
propagation equation expressed in terms of the transmission
matrix. Consider the complex-valued equation

VA5TVB , ~2!

where ~Fig. 8! V is a vector whose elements are the fluid
particle normal velocityn3 and pressurep and the suffixes A
and B represent two points in the fluid surrounding the test
panel, respectively, in front of and behind the panel along the
line of sight between the acoustic source and a reference
point on the panel. The panel is tilted at an arbitrary angleu.
The total transmission matrixT is given by a transformation
of the solid-layer transmission matrix by application of two
interface matrices~fluid–panel and panel–fluid!

T5Jf ,sTsJs, f , ~3!

where the indexf refers to a fluid layer and the indexs refers
to a solid layer. The complete form of the transmission ma-
trix Ts and the interface matricesJ are given in the Appen-
dix.

The vectorsVA and VB are expressed in terms of the
reflection and transmission coefficientsR andT as

VA5S 11RA

~12RA!
cosu

Zc

D , VB5S TB

TB

cosu

Zc

D , ~4!

whereZc5r0c0 is the fluid impedance andr0 and c0 are,
respectively, the fluid density and sound speed. The matrix
Ts and therefore the matrixT can be expressed as a function
of the circular frequencyv, the angle of incidenceu, and the
complex viscoelastic moduliG1* (v) ~shear modulus! and
G2* (v) ~bulk modulus!:

T5T~G1* ~v!,G2* ~v!,v,u!, ~5!

where the* notation implies the complex form

Re~G~v!!5C̊1ReE
0

`

Ċ~t!e2 ivt dt, ~6a!

Im~G~v!!5Im E
0

`

Ċ~t!e2 ivt dt, ~6b!

whereC(t) is a generic viscoelastic response function, the
dot notation stands for the time derivative, andC̊ is the
asymptotic value of the function fort→0.

FIG. 6. Power echo reduction ER as a function of angle of incidenceu for
a 10-mm-thick butyl rubber panel at 80 kHz for three different density
values~d 1200 kg m23; l 1800 kg m23; m 2200 kg m23!.

FIG. 7. Power insertion loss IL as a function of angle of incidenceu for a
10-mm-thick butyl rubber panel at 80 kHz for three different density values
~d 1200 kg m23; l 1800 kg m23; m 2200 kg m23!.

FIG. 8. The fluid–panel–fluid layered model. The points A, M1 , M2 , and B
refer to the values of the stress and state variables on the two sides of each
interface between the fluid layers~f! and the solid layer~s!. u is the angle of
incidence of the incoming signal.
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Equation~3! can be rewritten in a more compact form
by forming the column vector~see Fig. 8 for the meaning of
the indexM2!

V5H VA

VM2

VB

J , ~7!

whereVM2 is the vector whose elements are the solid-layer
longitudinal and tangential stress components,s33 and t13,
and the longitudinal and tangential velocity components,n3

and n1 , in the point M2 . Rearranging the elements of the
matrix T accordingly to form the augmented 838 matrixTa,
we obtain

TaV50. ~8!

Equation~8! cannot be directly inverted to find the vis-
coelastic parameters from the knowledge of the reflection
and transmission coefficients only. In fact, even in the sim-
plest one-dimensional model there are four complex un-
knowns, the two stress componentss13 ~the shear modulus!
ands33 ~the longitudinal bulk modulus!, and the two veloc-
ity componentsn1 andn3 . There are therefore four complex
unknowns, since the relationships between the panel material
properties and the surrounding medium, expressed by the
transmission matrixT, are included as part of the system.
The number of measured complex values for each frequency
sample in this case is only two, namely the measured com-
plex reflection and transmission coefficients.

We can overcome this problem by applying the pro-
posed optimization method to find a best-fit solution.

If we substitute in Eq.~8! the experimental values of the
reflection and transmission coefficients, we have the approxi-
mate residual form

Ta~G1* ~v!,G2* ~v!,v,u!Ve~v,u!5R, ~9!

whereR would be zero ifG1* (v) andG2* (v) were the exact
pair of functions for the material and the given experimental
values of the reflection and transmission coefficients were
exact noiseless quantities.

The set of optimization parameters can be provided di-
rectly by the two response functionsG1* (v) and G2* (v).
Alternatively, it’s more convenient to use a set of functions
of the frequencyv that can be directly used in the expression
of the elements ofT, such as the mechanical shear modulus
G* 5@G1* (v)#/2 and the longitudinal bulk modulusL*
5 1

3(G2* (v)12G1* (v))

lL* ~v!5
rv2

kL*
2 5

1

3
~G2* ~v!12G1* ~v!!5L* , ~10a!

lG* ~v!5
rv2

kG*
2 5

G1* ~v!

2
5G* , ~10b!

wherekL* and kG* are the longitudinal and tangential wave
numbers in the solid layer, respectively.

For a given angle of incidence, we can write

L~l* ,v!5Ta~l* ~v!,v!V~v!, ~11!

wherel* is the vector whose elements arelL* andlG* .

In order to minimize the value of Eq.~11!, we can now
build a scalar performance functional for the optimization
process in the given frequency range as~the superscript* is
understood!

J~l!5F~V~vb!!1E
V

qTL~l,v!dv, ~12!

whereq is an unknown vector of weighing coefficients and
F(V(vb)) is a scalar function of boundary conditions

F~V~vb!!5V~v f !2Vf1V~v i !2Vi . ~13!

If we now define a new set of complex-valued Lagrange
multipliersp, we can introduce the experimental values as an
explicit constraint in the minimization process. We have

pT@V~v!2Ve~v!#50, ~14!

whereVe(v) is an interpolated vector function built using
the value ofV(v) in each interval between any two sample
points~in the case presented here a cubic spline interpolation
has been used!.

Finally, we define the Hamilton optimization function,
H, as

H~l,p,q,v!5qTL~l,v!1pTV~v!. ~15!

If we introduce the Hamilton function~15! in the perfor-
mance functional and take Eq.~14! into account, we obtain

J~l!5F~V~vb!!1E
V

@H~l,p,q,v!2pTV̄~v!#dv.

~16!

The optimization problem then becomes one of finding
the optimization functionsl̄ that minimize the performance
functionalJ~l! over a classL of admissible functions

J~ l̄!5min
lPL

J~l!, ~17!

where the classL of admissible functions for the minimiza-
tion problem is equivalent to the class of strong response
functions for Boltzmann laws.14

We consider now the virtual variation of the optimiza-
tion functions

l~v!5l̄~v!1dl~v!, ~18!

and the corresponding variations of the propagation vectors
and the performance functional

V~v!5V̄~v!1dV~v!, ~19!

and

J~l!5J~ l̄1dl!. ~20!

The necessary condition forl̄ to be the desired optimal
functions is that the first-order variationdJ(l̄) of the differ-
ence DJ(l̄)5J(l̄1dl)2J(l̄) be zero. We can therefore
write the following optimization condition for the residual
Eq. ~11! ~the functional dependence on the variables inside
the round brackets has been dropped for brevity and is im-
plicitly understood!:
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dJ~l!5E
V
H F]H

]VGT

dV1F]H

]p GT

dp1F]H

]q GT

dq

1F]H

]l GT

dl2Ve
TdpJ dv

5E
V
H @qTTa1pT#dV1VTdp1TaVdq

1FqT
]L

]l
VGdl2Ve

TdpJ dv, ~21!

where we have taken into account that the virtual variation
dv is zero, since the experiment configuration is fixed.

Since the virtual variations of the independent variables
are by definition independent and different from zero, condi-
tion ~20! represents a system of four vector equations in the
four unknown vectorsV ~system state!, the Lagrange multi-
pliersp, q, andl ~optimization parameters!. The final system
is given in Eq.~22!. The multipliersp and q are formally
equivalent to kinetic moments, but it is not yet clear if they
can be given a specific physical meaning in the present con-
text.

The system of equations~22! can now be solved numeri-
cally in the given frequency range. In this case, the system
has been solved by applying an algorithm written using the
MATLAB macro language based on the nonlinear Newton–

Raphson method combined with a singular value decompo-
sition ~SVD! of the resulting nonlinear algebraic system ma-
trix

E
V

@Taq1p#dv50,

E
V

@V2Ve#dv50,

~22!E
V

TaVdv50,

E
V
FqT

]Ta

]l
VGdv50.

VI. DETERMINATION OF THE VISCOELASTIC
RESPONSE FUNCTIONS

The viscoelastic parameters obtained from the optimiza-
tion process for the panel of densityr51800 kg m23 are
given in Figs. 9–12, where the longitudinal bulk modulus
L5lL , the shear modulusG5lG ; the loss factorsdL and
dG and the Poisson ration are plotted as functions of fre-
quency. As could be expected on physical grounds, the vis-
coelastic moduli appear to be independent from the angle of
incidence, since the material is isotropic. As an example, the
curves of longitudinal bulk modulus as a function of the
angles of incidence at 40, 80, and 120 kHz are shown in Fig.
13. It can be seen that the values are substantially constant
for angles of incidence up to about 55°–60°, where a more

FIG. 9. Longitudinal bulk moduluslL* (v)5L* of the loaded butyl rubber
compound.

FIG. 10. Shear moduluslG* (v)5G* for the loaded butyl rubber compound.

FIG. 11. Longitudinal bulk and shear loss factorsdL anddG for the loaded
butyl rubber compound.

FIG. 12. Viscoelastic Poisson ration for loaded butyl rubber compound.
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pronounced deviation is observed. This angular dependence
is thought to be the consequence of the increasing influence
of edge diffraction on the experimental data. The reference
values of the moduli are taken to be the average of the cal-
culated values up to 55°.

It is finally possible to compute the viscoelastic response
functionsG2* andG1* from the knowledge of the viscoelastic
moduli L andG using Eqs.~10a! and ~10b!.

VII. RESULTS COMPARISONS

The results obtained by the method have been compared
with experimental and theoretical data published in the lit-
erature. Exact agreement should not be expected, however,
since the unavoidable differences in rubber formulations lead
necessarily to differences in the material properties and be-
havior.

Experimental curves of butyl rubber Young modulus
and loss factor have been reported by Capps15 and are com-
pared in Figs. 14 and 15 with the results obtained by the
proposed variational method. The agreement within the com-
mon frequency range is good.

The bulk modulus can be compared with results pre-
sented in the already-mentioned paper by Piquette1 and ob-
tained by inverse scattering analysis. Although the frequency
ranges are different, the curves can be qualitatively com-
pared by extrapolation. The bulk modulus and loss factor in

the two cases are compared in Figs. 16 and 17. From this
comparison it can be inferred that the curves of the real and
imaginary parts of the bulk modulus cross somewhere
around 25 kHz, where the loss factor is tand51.

VIII. CONCLUSIONS

In this paper, a novel algorithm has been introduced to
derive the viscoelastic properties of viscoelastic plates from
experimental data. The complex viscoelastic response func-
tions of the loaded butyl rubber panel have been computed
using the algorithm with the measured reflection and trans-
mission coefficients within the frequency range of interest.

This method can be applied even when standard inverse
scattering methods would provide an intractable problem.
Since no assumptions are made on the mechanical interde-
pendence of the viscoelastic moduli, the method allows the
independent calculation of the real and imaginary part of the
parameters and the determination of quantities such as the
viscoelastic Poisson ratio, which is difficult to predict other-
wise.

Further investigation is underway to extend the method
to configurations where isotropy or homogeneity conditions
cannot be invoked.

FIG. 13. Longitudinal bulk moduluslL* (v)5L* amplitude as a function of
the angle of incidenceu for three frequency values~d 40 kHz; m 80 kHz;
j 120 kHz!. The vertical error bars are65% of the constant reference
value.

FIG. 14. Storage Young modulus,E. Comparison with experimental data
from Capps~Ref. 15! for butyl 70821.

FIG. 15. Young modulus loss factordE. Comparison with experimental
data from Capps~Ref. 15! for butyl 70821.

FIG. 16. Bulk modulus,K. Comparison with analytical data from Piquette
~Ref. 1!.
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APPENDIX: THE TRANSMISSION AND INTERFACE
MATRICES

The transmission matrixTs for the case of an isotropic,
homogeneous solid layer assumes the form~d is the thick-
ness of the layer!16

Ts5uai j u i , j 51,...,4, ~A1!

with

a115CL1~12F !@CG2CL#,

a125 jk1FFSL

kL,3
2

2kG,3SG

kG
2 G ,

a1352k1rcG

F

kG
@CL2CG#,

a145 j rcGFkGF2

kL,3
SL1

4k1
2kG,3

kG
3 SGG ,

a215 jk1F2kL,3

kG
2 SL2

F

kG,3
SGG ,

a225CG12
k1

2

kG
2 @CL2CG#,

a235 j rcGF4
k1

2kL,2

kG
3 SL1

k1
2kGF2

kG,3k1
2 SGG ,

a245a13,

a315
k1

rcGkG
@CL2CG#,

a325 j
1

rcG
F k1

2

kL,3kG
SL1

kG,3

kG
SGG ,

a335a22, a345a12,

a415 j
1

rcG
FkL,3

kG
SL1

k1
2

kG,3kG
SGG ,

a425a31, a435a21, a445a11,

where

F5122
k1

2

kG
2 , CL5cos~kL,3d!,

SL5sin~kL,3d!, CG5cos~kG,3d!,

SG5sin~kG,3d!, kL,35~kL
22k1

2!1/2,

kG,35~kG
2 2k1

2!1/2, cL5S L

r D 1/2

, cG5S G

r D 1/2

,

and k1 , kL , and kG are, respectively, the wave numbers
along the directionx1 and along the longitudinal and shear
wave propagation direction.

Finally, the interface matrix can be derived by enforcing
the proper boundary conditions on the state variables be-
tween layers.Jfs andJsf therefore have the form

Jfs5Jsf
T5F0 1 0 0

0 0 0 21G . ~A2!
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Measurement of the acoustic nonlinearity parameter BÕA
in solvents: Dependence on chain length and sound velocity
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This work consists of a systematic study of the acoustic nonlinearity parameter (B/A) in 1-alkanols
from methanol to 1-decanol, ketones from acetone to methyl hexyl ketone, and alkyl acetates from
ethyl to octyl acetate. By focusing a 14-MHz tone burst through a spherical quartz lens in each
solvent, the second harmonic is generated and measured by a 28-MHz transducer at various
distances from the focus. This provides the point of maximum second harmonic power, and enables
the computation of the nonlinear parameter using a simple model. TheB/A values thus obtained are
in reasonable agreement with these available in the literature. TheB/A values are found to increase
with chain length and sound velocity, this increase being in contradiction with Ballou’s rule.
Moreover, a hybrid model based on Schaaffs’ formula for sound velocity fits the experimental
results, questioning the validity of Ballou’s rule for solvents within a single chemical family.
© 2000 Acoustical Society of America.@S0001-4966~00!04211-9#

PACS numbers: 43.25.Ba@MFH#

I. INTRODUCTION

The nonlinearity parameterB/A has been the subject of
many previous publications. Measured by the thermody-
namic method1 and later the isentropic phase method,2–4 or
the finite amplitude method,5–9 many materials and espe-
cially liquids were characterized to form a wide database of
values. Although wide, this list does not cover a large num-
ber of organic liquids, especially those having a relatively
high molecular weight. Besides, owing to the diversity of
experimental techniques,B/A is generally established more
through a range than a fixed value for each liquid. Despite
some studies comparing the thermodynamic and finite ampli-
tude techniques,10,11 it has been quite difficult to exclude one
of these methods and at the same time fix a definitive value
for B/A for each liquid. Moreover, the recent success of the

isentropic phase method,4 with a better accuracy than the
other two, has not yet been applied to a wide range of liquids
to help obtain definitive values ofB/A.

Theoretically, there have been some attempts to predict
the value of the nonlinear parameter in different liquids.12–15

These models were based on the nature of intermolecular
potentials and for most of them the liquid was considered as
a system of hard spheres.13–15 Although the values found
earlier were not that close to the correct values, Sharma16

recently used thermoacoustic data and obtained a good
agreement between experimental results and his predictions.
Aside from these theoretical predictions, Ballou17 found a
linear relation betweenB/A and reciprocal sound speed. Al-
though some theoretical foundation has been mentioned,12

this law remains uncertain, given the huge scattering of data

FIG. 1. Experimental setup.
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points. It has already been suggested18 that a nonlinear rela-
tion seemed more appropriate between these two variables
and that each family of chemicals should have its own rule.

In this paper, we intend to make an experimental sys-
tematic study of the nonlinearity parameter in 1-alkanols,
ketones, and esters, and study the variation of this parameter

with chain length and reciprocal sound velocity. We will also
calculate this parameter using a model from Tong,19 that we
modify by substituting experimental data into an analytical
formula.

II. EXPERIMENTAL SETUP AND THEORETICAL
CORRECTIONS

The setup shown in Fig. 1 and described in more detail
in Ref. 20, consists of a 14-MHz LiNbO3 transducer wax
bonded to a quartz acoustic lens mounted on a three-
dimensional~3-D! displacement system driven by aLABVIEW

program. Before being sent to the transducer plus lens sys-
tem, the 1-ms pulse produced by a pulse generator is attenu-
ated and filtered by 15-MHz low-pass filters, to prevent any
possible electronic harmonics from polluting the signal. The
signal is then focused by the lens into the test liquid which is
contained in a measurement cell. The transmitted signal is
received by a 28-MHz LiNbO3 transducer glued to the rear
end of that cell. The received signal is then sent to a manual
step attenuator, amplified by a receiver tuned at 28 MHz and
seen on the oscilloscope screen.

The experiment objective is to measure the attenuation
needed to keep the harmonic signal constant when the lens is
displaced axially. The reading of the manual step allows us
to plot an attenuation versus distance graph for each liquid.
The point where attenuation is maximum, or in other words
the attenuation at the focal point, is then extracted from the
tested liquid curve and subtracted from the maximum attenu-
ation value from the water curve; this difference is called
Att. With the model of Germainet al.,7 using a constant
power at the focal point instead of a constant power at the
input to the transducer, we then compute the ratio of the
coefficient of nonlinearityb2iq of the liquid with respect to
waterb2w using

b2liq

b2w
5S 10Att/10

Fw
2 r liqcliq

5

F liq
2 rwcw

5 exp@~2 7.1/F!~cliqF liq
2 ~2a1liq1a2liq!2cwFw

2 ~2a1w1a2w!!#
D 1/2

. ~1!

TABLE I. Values of the different parameters used in the calculation ofB/A.

Solvents Density~kg/m3!
Sound velocity

~m/s!

Attenuation
coefficient

31015 (s2/m)

Methanol 791 1144 30.2
Ethanol 790 1209 48.0
Propanol 804 1229 64.5
Butanol 810 1262 74.3
Pentanol 811 1296 110.0
Hexanol 820 1330 122.0
Heptanol 822 1363 135.0
Octanol 825 1379 183.0
Nonanol 827 1396 210.0
Decanol 829 1410 230.0
Acetone 804 1199 26.1
Methyl ethyl ketone 805 1220 25.6
Methyl propyl ketone 812 1237 24.8
Methyl butyl ketone 812 1265 26.2
Methyl pentyl ketone 821 1287 26.8
Methyl hexyl ketone 819 1309 74.2
Ethyl acetate 900 1170 60.0
Propyl acetate 889 1200 62.0
Butyl acetate 878 1235 63.0
Pentyl acetate 871 1257 64.6
Hexyl acetate 864 1291 63.0
Octyl acetate 870 1301 63.0

Radius of curvature of the lens: 1.622 mm. Diameter of the spherical cavity:
2.200 mm. Sound velocity for the quartz lens: 5596 m/s. Acoustic imped-
ance for the quartz lens: 12.10 Mrayl. Acoustic impedance for Lithium
niobate: 34.20 Mrayl.

TABLE II. Comparison of experimentalB/A values with those reported in the literature.

Liquid B/A
B/A from other

work Liquid B/A
B/A from
other work Liquid B/A

B/A from
other work

Methanol 8.6 6.6a, 9.6b, 10.0c Acetone 8.0 9.2b Ethyl Acetate 8.7
Ethanol 9.3 7.5a, 10.5b Methyl Ethyl Ketone 8.8 Propyl Acetate 9.0
1-Propanol 9.5 10.7b, 11.1d Methyl Propyl 8.8 Butyl Acetate 9.2
1-Butanol 9.8 8.2a, 10.7b Ketone 9.0 Pentyl Acetate 9.6
1-Pentanol 10.0 11.6e Methyl Butyl Ketone 9.0 Hexyl Acetate 9.9
1-Hexanol 10.2 Methyl Pentyl Ketone 9.1 Octyl Acetate 9.8
1-Heptanol 10.6 Methyl Hexyl Ketone
1-Octanol 10.7
1-Nonanol 10.8
1-Decanol 10.7

aSee Ref. 15.
bSee Ref. 1.
cSee Ref. 8.
dSee Ref. 9.
eSee Ref. 24.
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In this expression,F is theF-number of the lens,r the den-
sity, c the velocity,a1 anda2 the absorption coefficients at
fundamental and second harmonic frequencies, andF the
fundamental frequency. TheB/A of the tested liquid is then
computed, knowing thatb2511B/2A. Though the lens pa-
rameters and sound velocities were measured, the other pa-
rameters including the absorption coefficients were taken
from the literature21–23 ~cf. Table I!.

III. RESULTS

Experiments were conducted on three chemical families:
~1! 1-alkanols including methanol, ethanol, 1-propanol,
1-butanol, 1-pentanol, 1-hexanol, 1-heptanol, 1-octanol,
1-nonanol, and 1-decanol,~2! the ketones covering acetone,
methyl ethyl ketone, methyl butyl ketone, methyl propyl ke-
tone, methyl pentyl ketone, and methyl hexyl ketone, and~3!
the esters including ethyl acetate, butyl acetate, propyl ac-
etate, pentyl acetate, hexyl acetate, and octyl acetate.

As mentioned earlier, sound velocities for the different
liquids were measured using the experimental setup de-
scribed above except for the attenuators. To perform these
measurements, the lens was axially moved by steps of 500
mm on a total distance of 3 mm and a pulse sent through the
liquid. The time of flight between the pulse and the received
signal was measured, a signal that was time averaged 256
times. In order to obtain an average time of flight for each
step, five runs were conducted on each liquid, allowing the
speed of sound to be evaluated from the slope of a time
versus distance graph. The results were found to match the
values listed in the literature21 with a maximum error of 2%.
Considering the accuracies of our displacement system and
of the oscilloscope, the uncertainty on the displacement was
maximized by using 1mm per step and 0.01ms out of a
minimum time of 1ms, leading to a 1.2% experimental un-
certainty on the sound velocity. Using these measured val-
ues, we computed the nonlinear parameter for each of the
liquids mentioned above. For the sound velocity, published
errors were used, whereas uncertainties relative to the other
data taken from the literature~attenuation coefficients or den-
sities! had been considered as equal to the variation by one
unit of the last significant figure. Moreover, knowing that
four attenuation versus distance curves have been obtained
for each liquid, and that the maximum deviation of the maxi-
mum attenuation value never differed by more than 0.3 dB,

the uncertainty on Att. has been fixed to 0.1 dB. With these
numbers, and the fact that the uncertainties retained on the
other factors of Eq.~1! have been the biggest among all the
liquids, the error onB/A has been estimated as 8%. OurB/A
values, measured at room temperature, are listed in Table II,
along with values from the literature for common solvents,
used in order to evaluate the validity of our technique. Our
results appear to be in good agreement with those found by
other researchers, allowing us to obtain theB/A values for
the liquids that were not characterized so far.

We were then able to study the dependence of the non-
linear parameter with chain length. Within a specific chemi-
cal family, as the same CH2 group is added, we decided to
use the number of carbons as a parameter for evaluating
chain length.B/A vs number of carbons present in the liq-
uids is shown in Fig. 2. Finally, we investigated the relation
betweenB/A and reciprocal sound velocity, shown in Fig. 3.
In this graph, the straight line represents Ballou’s rule, plot-
ted with the original Ballou expression.17 It is to be noted
that we used our experimentally measured sound velocity
values to compute the abscissa in this figure. On that graph
also appears another family of chemicals, the 1-alkanes,
whose values forB/A are taken from Refs. 25 and 26.

IV. DISCUSSION

We chose our chemicals so that they would belong to
the same chemical family, but moreover, we paid attention to
the fact that adding a CH2 group in the chain from a chemi-
cal to the next one would increase the chain length as lin-
early as possible. As seen in Fig. 2, we can then conclude
that, as the nonlinearity parameter clearly increases with the
number of carbons present in the chain, it also increases with
chain length.

Moreover, looking closely at the graph, we notice that
theB/A values for the longest chains tend to drop or at least
to saturate. This remark is especially true for alkanes, and
may be valid for the other chemical families.

These two phenomena could be explained using the
same argument. It is well known that the longer the mol-
ecule, the more sound propagates within the molecule.14 This
means that the longer the molecule, the more the impinging
acoustic wave interrogates the skeleton of the molecule. We
suggest that, if one nonlinearity parameter exists for the liq-
uid as a whole and a higher one for the carbon chain of the

FIG. 2. Dependence ofB/A on chain length for different families of liquids.
FIG. 3. Dependence ofB/A on reciprocal sound velocity for different fami-
lies of liquids.
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molecule, thenB/A could increase and then saturate through
a simple mixture rule, comparable to some already men-
tioned in the literature.27

Figure 3 shows a general trend for these different or-
ganic products:B/A increases with sound velocity. In Fig. 3
is also plotted Ballou’s rule, whose goal is to describe a
universal relation betweenB/A and reciprocal sound veloc-
ity. This law was first empirically calculated to fit the non-
linear parameter behavior of liquid metals, and then was con-
sidered to be applicable to all liquids and solids. It implies
that an increase inB/A corresponds to a decrease in sound
velocity. Our results actually show the opposite variation.

It has been already stated18 that Ballou’s rule would be
more appropriate if it were applied to each family of mate-
rials. Indeed, because of the variety of structural, chemical,
and dynamical properties among materials, it would seem
improbable that a single rule would manage to describe the
relation betweenB/A and sound velocity for liquid metals as
well as for organic liquids or polymers. We can then con-
clude that Ballou’s rule represents a rough way to estimate
the mean nonlinearity parameter of a whole family, but nei-
ther provides any precise information about the value ofB/A
for a specific member of that family, nor a description of the
behavior ofB/A with sound velocity for that family.

Finally, we propose a way to predict the nonlinearity
parameter, resulting from Tonget al.’s model,19 that we
modify in substituting experimental data found in the litera-
ture to an analytical expression. In this model, Tonget al.
derive an expression for the nonlinearity parameter, starting
from Schaaff’s formula28 for sound velocity. From this for-
mula, Tonget al. derive the following expression forB/A:

B

A
5~g21!

1

Tb
1J~x!, ~2!

whereg is the specific heat ratio,b the isobaric expansibil-
ity, andJ(x) a polynomial function depending on the molar
volume and the excluded volumeb present in the Van der
Waals equation. Further, to evaluatex, Tong et al. consider
the liquid as a system of hard balls, and expressb as a func-
tion of the molecular radius of the chosen liquid.

The results ofB/A calculated with Tonget al.’s model
are shown in Fig. 4. Although the results present a relatively

good agreement with experimental data for small molecules,
it completely fails in predictingB/A for longer molecules.
This problem could be related to an overestimation of the
molecular radii based on the hypothesis of spherical mol-
ecules, symmetry that is far from being adapted to higher
order alkanols.

As an alternative, we propose to calculateJ(x) by using
Eq. ~14! in Tong et al.’s paper, given by

S ]c

]TD
P

5
cb

2 S 1

Tb
2J~x! D , ~3!

wherec is the sound velocity of the liquid considered. As
values of the partial derivative can be found in the
literature,21 along with the isobaric expansivity29–32 ~cf.
Table III!, we can calculateJ(x) and substitute it in Eq.~2!
to give B/A. Unfortunately, due to the lack of data in the
literature, we were only able to calculateB/A for the com-
plete series of 1-alkanols, whose plot is shown in Fig. 5.
Contrary to the previous model, the hybrid one fits our re-
sults very well, except for the first four points whose maxi-
mum error is 7%. This can be due to the fact that the values
for the partial derivative were found in the literature as an
average over a wide temperature range~between 10 and
30 °C!, rather than at one specific temperature. Exact values
should then be measured in order to be more accurate for the
evaluation of the nonlinearity parameter through that model.

FIG. 4. Comparison between calculated and experi-
mental values ofB/A for 1-alkanols using Tonget al.’s
model.

TABLE III. Values used in the calculation ofB/A using Tonget al.’s and
the hybrid model.

1-Alkanols

Isobaric
expansibility
3103 (K21)

Heat capacity
~cal. deg21!

S]c

]TD
P

~m.s.21 deg21!

Methanol 1.259 10.49 23.3
Ethanol 1.100 15.64 24.0
Propanol 0.956 20.82 23.7
Butanol 0.950 26.29 24.0
Pentanol 0.902 31.57 23.5
Hexanol 0.880 37.20 23.5
Heptanol 0.845 42.70 23.7
Octanol 0.827 48.20 23.6
Decanol 0.812 59.11 23.7
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V. CONCLUSIONS

In this study we characterized the nonlinearity parameter
of three chemical families and found that our measurements
were in reasonable agreement with the values found in the
literature, at least for the common liquids. We showed that
for alkanols, ketones, and alkyl esters,B/A increases with
chain length up to a saturation region for higher order ele-
ments. We also showed that these solvents do not obey Bal-
lou’s rule, exhibiting an opposite variation, leading to its
inadequacy to predictB/A and its dependence with sound
velocity. Finally,B/A and chain length dependence could be
predicted for 1-alkanols, using a modified model based on
Tong et al.’s one, achieving better accuracy than with the
original model. Nevertheless, more experiments need to be
performed, especially on higher order chemicals, to confirm
the saturation of the nonlinear parameter with chain length.
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An analytical description for the second-order field of the sum-, difference-frequency and second
harmonic components is derived. This treatment is based on the fact that an arbitrary axially
symmetric beam can be expressed as the linear superposition of a set of Gaussian beams@J. J. Wen
and M. A. Breazeale, J. Acoust. Soc. Am.83, 1752–1756~1988!#, so that the three-dimensional
integral for the second-order components is typically expressed as a combination of a set of
interaction terms of the Gaussian beams. Correspondingly, the evaluation of the field distribution is
reduced to the summation of exponential integral functions. From some examples, the present
approach provides the results for the second-order field, which are in good agreement with those
obtained directly by numerical integration. ©2000 Acoustical Society of America.
@S0001-4966~00!00212-5#

PACS numbers: 43.25.Cb@MAB #

I. INTRODUCTION

As a modification of the Burgers equation, the
Khokhlov–Zabolotskaya–Kuznetsov ~KZK ! equation1,2

plays a significant role in analysis of the nonlinear propaga-
tion of finite-amplitude sound beams.1–9 This equation pro-
vides an excellent model for the sound field from a plane
source of arbitrary shape, phase and/or amplitude shading
when the source dimension to wavelength ratio is large and
observation takes place away from the sound source and
boundaries. It also can be applied to predict the acoustic field
from a focused source. Various computer algorithms have
been developed to solve numerically the KZK equation,
showing that the computational predictions agree well with
the relevant experimental data.3–9 Among these algorithms, a
universal treatment is the Fourier expansion method~also
referred to as the fully nonlinear theory! that expands the
sound pressure in a Fourier series with respect to retarded
time. Accordingly, the harmonics~and the parametrically
generated spectral components by different frequency waves!
are governed by an infinite set of coupled differential equa-
tions in the amplitudes, which are truncated and solved by
numerical approximations, such as the finite difference
method. A main disadvantage of this algorithm as well as a
variety of its improved versions is time consumption, how-
ever.

When the sound pressure level is moderate and all the
harmonics~or parametrically generated spectral components!
that are higher than the second order are assumed to be neg-
ligible; that is, under the so-called quasilinear approximation,
an analytical description of the field of nonlinearly generated
second harmonic, difference-, and sum-frequency waves has
been presented by many investigators.10–19 For an arbitrary
axially symmetric source, the complex pressure amplitude of
the various second-order field components is generally ex-
pressed in terms of three-dimensional integrals which have
to be evaluated numerically. Correspondingly, the linearized
solution for the fundamental~primary! sound field is de-
scribed by a single-dimensional integral, i.e., the Fresnel dif-
fraction integral. This formulation affords an accurate de-

scription of both far field and near field, except in the near
vicinity of the source. The experimental results are in good
agreement with the theoretical predictions by numerical in-
tegration.

As one may have seen, even though in the linear ap-
proximation, an onerous numerical calculation is necessary
to describe the fundamental field distribution of an arbitrary
source, because the field integrals are in terms of the Bessel
function and the exponential function with imaginary argu-
ments, and therefore strongly oscillatory. Fortunately, this
problem has been partly overcome by a series of papers.20–23

A key ideal is based on the assumption that the beam func-
tion may be expanded into a set of basis functions, such as
Gaussian, and Gaussian–Laguerre functions. The property of
the basic beams represented by these basis functions has
been well established, resulting in an analytical expression of
the sound field in a relatively simple way.

In the present paper, we consider an excellent work of
Wen and Breazeale21 as a known result that an arbitrary axi-
ally symmetric sound beam can be expanded into an approxi-
mate sum of complex Gaussian beams. By this result, we
express the nonlinearly generated sum and difference sound
fields in terms of the exponential integral function, a special
function that has been tabulated. Some numerical examples
are presented in comparison with the calculated results di-
rectly from the three-dimensional integral. A good agree-
ment is demonstrated. This paper includes the study of the
second harmonic field in the companion paper as a special
case.20

II. THEORY

A. Field integral

The derivation procedure of the linearized and quasilin-
ear solutions to the KZK equation~or the equivalent of this
equation! has been given substantially in many
references.11–17 Here what we shall do further is to express
these field integrals in terms of nondimensional variables.
Suppose that two axially symmetric sources~or one source
excited by different frequency components! oscillate har-
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monically at two different angular frequenciesv j ~j 51,2
and v1.v2 without loss of generality! and the sound ab-
sorption of the medium is ignored. Formally, the linearized
solution of the sound field of the primary~fundamental!
waves is expressed as11–17

p1
~ j !~j j ,h j ,t j !5Re@p0 je

2 i t j q̄1
~ j !~j j ,h j !#, ~1a!

where

q̄1
~ j !~j j ,h j !5

2

ih j
E

0

`

expS i
j j

21j j8
2

h j
D J0S 2j jj j8

h j
D

3q̄1
~ j !~j j8!j j8 dj j8 . ~1b!

The quasilinear solution for the second harmonic,
difference-, and sum-frequency waves, entirely named as the
second-order sound field, has a universal form of

plm~j,h,t!

5ReH 2~ l 1m!2p01p02Fb~ka!2

rc2 Ge2 i ~ l 1m!tq̄lm~j,h!J ,

~2a!

where

q̄lm~j,h!5
1

2 Eh850

h E
j850

` j8

h2h8
expS i ~ l 1m!~j21j82!

h2h8 D
3J0S 2~ l 1m!jj8

h2h8 D q̄1
~1!~j18 ,h18!

3q̄1
~2!~j28 ,h28!dj8dh8. ~2b!

With the exception for the second harmonic, Eq.~2a! should
be multiplied by the factor 1/2. In these equations,t j5v j t
2kjz, p0 j5ru0 j c is the characteristic pressure amplitude of
primary waves, andu0 j is the amplitude of vibration velocity
on the source.kj5v j /c (k1.k2) denotes the wave number
of primaries.r, c, andb are the density, sound speed, and
acoustic nonlinear parameter of the medium, respectively. As
usual,r andz represent the radial and axial coordinates. Cor-
respondingly,j j5r /a andh j52z/kja

2 are radially and axi-
ally dimensionless coordinates, or more properly as auxiliary
variables, and the notationa characterizes the size of the
sources. Generally, we may takea as the radius of an alter-
native of the two sources.q̄1

(1)(j18) and q̄1
(2)(j28) defined as

the source distribution functions and unnecessarily identical.
We shall explain this definition from a typical example in
Appendix B. In Eq.~2!, the other notations are defined in
such a way:h52z/ka2, k5(k11k2)/2, l 5k1 /k, and m
5k2 /k. Additionally, t5vt2kz with v5kc. Obviously,
whenk15k2 , Eq. ~2b! is just the expression for the second
harmonic field. If we simply takem52k2 /k, a negative
value, Eq.~2! indeed describes the difference-frequency gen-
eration of sound beams.

B. Gaussian expansion

In one paper of Wen and Breazeale,21 they expressed the
distribution function of an axially symmetric source as a lin-
ear superposition of complex Gaussian functions and re-
duced the sound field distribution to the calculation of

Gaussian functions.21 Mathematically, this expansion implies
that a class of functions can be expressed approximately by a
sum of a set of Gaussian functions, namely,

f ~j!5 (
k51

N

Ak exp~2Bkj
2!, ~3!

where the expansion and Gaussian coefficients,Ak andBk ,
can be found out by computer optimization.21 Wen and Brea-
zeale obtained one of the coefficient sets, containing only 10
terms of coefficients (N510), to match the circ function;
moreover, they calculated the sound field distribution of a
uniform piston source. It is found that an excellent agree-
ment between a 10-term Gaussian beam solution and the
results of numerical integration is obtained throughout the
beam field, and discrepancies exist only in the extreme near
field ~,0.12 times the Fresnel distance!.21 In what follows
we take Eq.~3! as aknownresult,an approximation to the
source distribution functions, and parallel to the second har-
monic case,20 we present an efficient approach to calculating
the integral~2! for the sum- and difference-frequency fields.

C. Interaction terms of Gaussian beams

From the result above, we may expand the source dis-
tribution function q̄1

( j )(j j ) into the right-hand-side form of
Eq. ~3!. Accordingly, the fundamental sound beam is given
by the linear combination of a series of Gaussian beams,

q̄1
~ j !~j j ,h j !5 (

k51

Nj

q̄1k
~ j !~j j ,h j !. ~4!

With substitution of Eq.~4! into Eq. ~2b!, we have

q̄lm~j,h!5 (
k51

N1

(
k851

N2 1

2 E
h850

h E
j850

` j8

h2h8

3expS i ~ l 1m!~j21j82!

h2h8 D J0S 2~ l 1m!jj8

h2h8 D
3@ q̄1k

~1!~j18 ,h18!q̄1k8
~2!

~j28 ,h28!#dj8 dh8. ~5!

Intuitively, the second-order sound field may be understood,
from Eq. ~5!, as the linear summation of the interactions of
all the Gaussian beam components under the quasilinear ap-
proximation.

Now we consider a relatively general case in which the
two axially symmetric sources are focused spherically. The
sound field of a plane source may be viewed as a special case
when the focal length goes into infinity. The action of focus-
ing is ~approximately! equivalent to a spatial modulation of
the plane source distribution.11 By Eq. ~3!, we may write the
distribution function of any focused source into

q̄1
~ j !~j j !5F (

k51

Nj

Ak
~ j ! exp~2Bk

~ j !j j
2!Gexp~2 i j j

2/d j8!

5 (
k51

Nj

Ak
~ j ! exp~2Bk8

~ j !j j
2! ~6!

with the Gaussian coefficientsBk8
( j )5Bk

( j )1 i /d j8•D j is the
geometric focal length andd j852D j /kja

25d j /(kj /k) the
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nondimensional form of this parameter. In most practical
uses, we may setD15D2 and therefore haved15d25d.
This corresponds to the case that two sound beams are fo-
cused by the same lens. It is well known that the fundamen-
tal field of a Gaussian source exp(2Bk8

(j)jj
2) is21

q̂1k
~ j !~j j ,h j !5

1

11 iBk8
~ j !h j

expS 2
Bk8

~ j !

11 iBk8
~ j !h j

j j
2D . ~7!

Thus the sound field with the source distribution of Eq.~6! is
expanded into

q̄1
~ j !~j j ,h j !5 (

k51

Nj Ak
~ j !

11 iBk8
~ j !h j

expS 2
Bk8

~ j !

11 iBk8
~ j !h j

j j
2D

5 (
k51

Nj

Ak
~ j !q̂1k

~ j !~j j ,h j !. ~8!

The remaining problem is to simplify the integral in Eq.~5!.
With substitution of Eq.~8! into Eq. ~5!, we denote by
q̄lm(j,h;k, j ) the nonlinear interaction term of any two
Gaussian beamsq̂1k

(1)(j1 ,h1) andq̂1 j
(2)(j2 ,h2). Making some

transforms of variables fromh18 andh28 to h8, and letting

Blk5
Bk

~1!

l
1

i

d
, Bm j5

Bj
~2!

m
1

i

d
~9!

finally we have, after a series of complicated computations,

q̄lm~j,h;k, j !5
1

4r 1
expS 2

s1

r 1
j2D

3FE1S s2

r 1~r 1h1r 2!
j2D2E1S s2

r 1r 2
j2D G ,

~10!

where

r 15~ lBm j1mBlk!1 i ~ l 1m!hBlkBm j , ~11a!

r 25~ lBlk1mBm j!h2 i ~ l 1m!, ~11b!

s15~ l 1m!2BlkBm j , ~11c!

s252 i ~ l 1m!lm~Blk2Bm j!
2 ~11d!

and E1(z) is the exponential integral function.24 Therefore,
the sum- and difference-frequency sound beams can be ex-
pressed by

q̄lm~j,h!5 (
k51

N1

(
j 51

N2

Ak
~1!Aj

~2!q̄lm~j,h;k, j !. ~12!

In the particular case ofj50, i.e., on the acoustic axis, Eq.
~10! is further reduced to

q̄lm~0,h;k, j !5
1

4r 1
lnS 11

r 1

r 2
h D ~13!

by using the series expansion of exponential integral func-
tions and lettingj approach zero in Eq.~10!. In this case, the
estimation of the second-order sound field is involved in only
the logarithm functions.20

III. NUMERICAL RESULTS

To show the applicability of this method, as an example,
we compute the amplitude and phase distributions on the
acoustic axis of the difference-frequency pressure by a fo-
cused piston source, as shown in Fig. 1. For comparison, the
parameters in the calculation are taken from Refs. 13 or 18:
f 15403 kHz andf 25373 kHz for the primary frequencies,
a50.2 m for the radius of the source,D50.85 m for the
focal length, andc51451 m/s for the sound speed in water.
It can be seen that our results are in excellent agreement with
those calculated using directly numerical integration@see
Fig. 1 of Ref. 18, which shows the slow phase and amplitude
of the difference-frequency pressure, also see Figs. 2~a! and
~b! of Ref. 13#.

As our second example, we consider the sum- and
difference-frequency sound fields nonlinearly generated by
the uniform planar piston sources. All parameter values in
the calculation are taken from Refs. 15 and 17. Figures 2~a!
and~b! show the results for the pressure amplitude and phase
variation on the beam axis. Furthermore, Figs. 2~c!–~f! illus-
trate the radial distribution of the pressure and phase at the
various cross planes normal to the acoustic axis. Again, we
see from these figures that a good agreement is obtained~see
Figs. 13, 14, and 10 of Ref. 17, and see Fig. 11 of Ref. 15!.
As one can see from Fig. 1, there is a phase shift ofp radians
on the phase curves. Similar phenomena appear also in Fig.
2. However, this difference is only due to the different as-
sumptions of the time dependence for the fundamental pres-
sure of Eq.~1! in this paper and the different referenced
phase. The Gaussian and expansion coefficients used in our
calculation are from Table I of Ref. 21.

In principle, the present calculation method is applicable
to the other circumstances under which the distribution of
sources is the uniform piston given by the examples above,
provided the Gaussian and expansion coefficients for the
source function are known. Some further discussions of our
method are given in the Appendixes.

IV. CONCLUSION

We have obtained an analytical description for the non-
linear sound fields of the sum~inclusive of the second har-
monic as a special case! and difference frequency under the
quasilinear approximation. A key to this analysis is based on

FIG. 1. The field distribution of difference-frequency generation of a fo-
cused piston source~f 15403 kHz, f 25373 kHz, a520 cm, D585 cm, c
51451 m/s!. The present results correspond to Fig. 1 in Ref. 18.
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FIG. 2. The second-order sound field distribution~r5995.8 kg/m3, c51497.7 m/s,b53.59, a150.87 m, a250.83 m, f 1516 kHz, f 2511 kHz, and here
Ai5pai

2 is the surface area of the source!. ~a! The pressure amplitude of the difference- and sum-frequency components, on the acoustic axis~cf. Fig. 13 of
Ref. 17!. ~b! The phase of the difference- and sum-frequency components, on the acoustic axis~cf. Fig. 14 of Ref. 17!. ~c! The normalized pressure amplitude
of the sum-frequency component, at various plane cross the axis~cf. Fig. 10 of Ref. 17!. ~d! The phase of the sum-frequency component, at various plane cross
the axis.~e! The normalized pressure amplitude of the difference-frequency component, at various plane cross the axis~cf. Fig. 11 of Ref. 15!. ~f! The phase
of the difference-frequency component, at various plane cross the axis~cf. Fig. 11 of Ref. 15!. In ~e! and ~f!, f 1515 kHz, f 2512 kHz.
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a known result that the source function can be expanded into
a sum of Gaussian functions. Then, the three-dimensional
integral governing these second-order fields is generally ex-
pressed in terms of exponential integral functions. The nu-
merical examples, have demonstrated that the approach in
this paper permits for the second-order field distribution an
excellent agreement with the results found in the references.
An obvious advantage of this method is an extreme reduction
of the computation time for the second-order field distribu-
tion.
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APPENDIX A

The derivation of the result of Eq.~10! in the text is
based on an integral formula of Bessel functions with Gauss-
ian ~exponential! functions. It is24

E
0

`

e2a2t2tm11Jm~bt!dt5
bm

~2a2!m11 e2~b2/4a2! ~A1!

with Re(m).21 and Re(a2).0. A brief outline of the deri-
vation process is given here. With the notation~9!, Eq. ~7!
may be written as

q̂1k
~1!~j,h!5

1

11 iBlkh
expS 2

lBlk

11 iBlkh
j2D ~A2!

and

q̂1 j
~2!~j,h!5

1

11 iBm jh
expS 2

mBm j

11 iBm jh
j2D . ~A3!

According to Eq.~2b!, we have

q̄lm~j,h;k, j !5
1

2 Eh850

h E
j850

` j8

h2h8

3expS i ~ l 1m!~j21j82!

h2h8 D
3J0S 2~ l 1m!jj8

h2h8 D
3

1

~11 iBlkh8!~11 iBm jh8!

3expS 2
lBlkj82

11 iBlkh8
2

mBm jj82

11 iBm jh8Ddj8 dh8.

~A4!

By integrating with respect toj8 and making some arrange-
ments, we get

q̄lm~j,h;k, j !5
1

4
expS 2

s1

r 1
j2D E

h850

h 1

r 1h81r 2

3expS 2
s2j2

r 1~r 1h81r 2! Ddh8. ~A5!

Thus Eq.~A5! may be expressed as Eq.~10! in the text, from
the definition of exponential integral functions.

We want to point out that the present approach is appli-
cable to the calculation of the second-order field distribution
when the acoustic absorption of the medium is accounted
for. In this case, Eq.~10!, replaced by a one-dimensional
integral, is of the form* x21e2ax2b/x dx. The numerical
performance of this integral is easy. As expected, a great
reduction of computation amount is therefore obtainable in
calculation of the sound field distribution.

APPENDIX B

We demonstrate how to evaluate the distribution of the
second-order sound fields by using a set of Gaussian and
expansion coefficients given in Ref. 21. In this example, the
sound sources consist of two parts. One is an annulus with
the external radiusa2 and the internala1 , uniformly excited
at the frequencyf 1 , and the other is a circle with the radius
a3 at the frequencyf 2 . The other geometry of the sources is
the same as that of the first example in the text. The two
source distribution functions are

q̄1
~1!~r 8!5H 0, 0<r 8,a1 ,

1, a1<r 8,a2 ,

0, r .a2

~B1!

and

q̄1
~2!~r 8!5H 1, 0<r 8,a3 ,

0, r .a3 .
~B2!

Put a5a2 , m15a1 /a, andm35a3 /a. With dimensionless
variables, we write

q̄1
~1!~j8!5H 0, 0<j8,m1 ,

1, m1<j8,1,

0, j8.1

~B3!

and

q̄1
~2!~j8!5H 1, 0<j8,m3 ,

0, j8.m3 .
~B4!

The coefficients in Table I of Ref. 21 are given for the circ
function of the form

circ~j8!5H 1, 0<j8,1,

0, j8.1.
~B5!

We observe that Eqs.~B3! and~B4! are always written as the
combination of the circ function~B5!, so that the coefficients
of these two functions may be obtained from the known
Table I of Ref. 21. For example, Eq.~B3! is expressed in the
form

q̄1
~1!~j8!5circ~j8!2circ~j8/m1!

5 (
k51

N

Ak exp~2Bkj82!2 (
k51

N

Ak exp~2Bk /m1
2j82!

5 (
k51

N1

Ak
~1! exp~2Bk

~1!j82!. ~B6!
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Hence the Gaussian and expansion coefficients,Bk
(1) and

Ak
(1) , of this function are also known. A similar process is

suitable for determination of the coefficients of Eq.~B4!. A
numerical result for the difference-frequency generation at
the beam axis is presented in Fig. B1, where the parameter
values area25a520 cm, a15a3514 cm (a/A2) and the
others are the same as those in Fig. 1.

It must be remarked that in the all calculation the expo-
nential integral functions in Eq.~10! should take the princi-
pal value. More exactly speaking, Eq.~10! should be calcu-
lated according to the following rule. The ‘‘principle value’’
of the difference of two exponential integral functions
E1(z1) andE1(z2) is defined as

f ~z1 ,z2!5E1~z1!2E1~z2!2 i2p•I ~z1 ,z2!, ~B7!

whereI (z1 ,z2) is equal to21 and 1 according as the value
of arg(z1)2arg(z2) is equal to or less than2p, and greater
thanp; elseI (z1 ,z2)50.

We wish to point out that other extensions to the work of
Wen and Breazeale have been made in separate papers.
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FIG. B1. The normalized amplitude of difference-frequency pressure of a
focused source with different excited elements. The amplitude curve in Fig.
1 is also shown here for comparison. Interestingly, the difference-frequency
generation of the parametric sound source with such a geometry is sharply
focused at the focal region.
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Numerical analysis for nonlinear resonant oscillations of gas
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A numerical investigation on nonlinear oscillations of gas in an axisymmetric closed tube is
presented. When the tube is oscillated at a resonant frequency of the interior acoustic field, it is well
known that acoustic variables such as density, velocity, and pressure undergo very large
perturbation, often described as nonlinear oscillation. One-dimensional nonlinear governing
equations, which explicitly include attenuation terms related to viscosity, were derived. Then, the
equations were solved numerically by using the higher-order finite difference scheme, which
divided into two parts of spatial differentiation and time evolution. Numerical simulations were
accomplished to study the effect of the tube shape on the maximum pressure we can obtain. The
tubes of cylindrical, conical, and cosine shape, which have the same volume and length, were
investigated. Results show that the resonant frequency and patterns of pressure waves strongly
depend on not only the tube shape but also the amplitude of driving acceleration. The degree of
nonlinearity of wave patterns was also measured by the newly definednonlinear energy ratioof the
pressure signals. It was found that the1

2 cosine-shape tube is more suitable to induce high
compression ratio than other shapes. ©2000 Acoustical Society of America.
@S0001-4966~00!01511-3#

PACS numbers: 43.25.Gf, 43.25.Cb@MFH#

I. INTRODUCTION

It is well known that shocks are often generated and
propagate periodically back and forth in a closed cylindrical
tube if interior gas is excited with its resonant frequency.
This nonlinear phenomenon has been extensively investi-
gated in many works theoretically and experimentally.
Betchov1 introduced a simple theoretical analysis of the in-
viscid gas motion, based on discontinuous linearized solu-
tions and secular equation. Saenger and Hudson2 also devel-
oped a theory to understand the steady state motion of the
gas, which includes the dissipative effects of wall friction
and heat conduction to the tube wall. They tried to describe
shock waves under the assumption that the solution consisted
of a continuous and discontinuous component. Chester,3

however, elegantly explained the nonlinear phenomena at
near-resonant frequency without any assumption on solution
form. Lee and Wang4 numerically analyzed the nonlinear
resonance of a closed rigid tube, in which gas was assumed
to be excited by an external body force. The results were
very similar to those in a piston-driven resonant tube. All of
these works dealt with cylindrical tubes.

Gaitan and Atchley5 studied nonlinear standing waves in
harmonic and anharmonic tubes driven by a piston at one
end at resonance. They found that anharmonic tubes effec-
tively suppressed the generation of higher harmonic compo-
nents. Recent studies6,7 performed at MacroSonix Corp. fo-
cused attention on inducing high acoustic pressure without

shock formation in an oscillating axisymmetric tube, and
confirmed the feasibility of a sonic compressor as a commer-
cial pump or compressor. The results revealed that the wave-
form of acoustic pressure is strongly related to the shape of
the tube. However, while acoustic losses were considered by
allowing viscous damping, governing equations were simpli-
fied by using an assumption of isentropic process and veloc-
ity potential function, which are usually applied to the mo-
tion of inviscid gas. This contrary proposition could, in some
degree, mislead physical process occurring in the tube.

In this article, we investigate the nonlinear acoustic phe-
nomena such as harmonics generation, shock formation,
resonant frequency shift, etc., which are caused by the oscil-
lation of an entire tube at resonance. First, we derive a non-
linear governing equation including viscous effects. We ap-
ply characteristic boundary conditions to this problem, and
solve it numerically by using a higher-order finite difference
scheme. In order to quantify the degree of nonlinearity of
pressure patterns, we propose thenonlinear energy ratioof
the pressure signals. Furthermore, we estimate pressurizing
performance of various tubes such as cylindrical, conical,
and cosine tubes, which have the same volume and length,
and also check the nonlinear energy ratio of pressure patterns
for each tube. From these results, we verify the feasibility of
a sonic compressor and suggest the suitable tube shape for
obtaining good compression performance. The ultimate ob-
jective of this study is to have an outline of designing the
tube shape for a sonic compressor with high efficiency.

II. GENERAL GOVERNING EQUATIONS

If a wavelength is much larger than the maximum diam-
eter of a tube, then plane waves, along the longitudinal axis,

a!Electronic mail: chyd@cais.kaist.ac.kr
b!Electronic mail: yhkim@sorak.kaist.ac.kr
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dominate the acoustic field in the tube. When the plane
waves propagate in an arbitrary axisymmetric tube, the inte-
rior acoustic field can be expressed in terms of the longitu-
dinal axis only. In order to derive a governing equation,
which describes the motion of gas in the tube, it is conve-
nient to consider an infinitesimal control volume moving
with the tube together. It is well known that, in general, the
motion of a gas can be perfectly described by using five
kinds of equations: three kinds of conservation equations of
mass, momentum, and energy and two kinds of state
equations.8

A. One-dimensional model

First, conservation of mass can be written as

]~rS!

]t
1

]~rSu!

]x
50, ~1!

whereS is the cross-sectional area,r is the gas density, and
u is the relative particle velocity to the tube. At both end
walls of the tube, the velocityu has to be zero, otherwise a
continuum assumption is violated.

Second, conservation of momentum is expressed as

]~rSu!

]t
1

]~rSu2!

]x

52rSatube1S
]

]x
X2p1meffS 1

S

]~uS!

]x D C, ~2!

wherep is the absolute pressure,atube is the driving accel-
eration of the tube, andmeff is the effective viscosity includ-
ing bulk and shear viscosity. Therefore, we can control the
input effort by changing the driving acceleration.

Conservation of energy is written in the form

]~rSe!

]t
1

]~rSeu!

]x

52rSatubeu1
]

]x
X2pSu1SumeffS 1

S

]~uS!

]x D C2q̇, ~3!

wheree is the total energy composed of internal and kinetic
energy andq̇ is the heat flux through the tube surface. In this
study, we ignored the heat transfer between the elements of
gas, but considered the conversion of mechanical energy into
thermal energy due to viscosity.

For perfect ideal gas, the total energye can be expressed
as

e5u2/21CvT, ~4!

whereCv is the specific heat at constant volume of interior
gas andT is the absolute temperature. In addition, the state
equation for ideal gas is

p5rRT, ~5!

whereR is the gas constant.
Equations~1!–~5! correspond to the general governing

equations, so that they can well describe the gas oscillation
in the tube. However, there exist some difficulties to directly
apply the boundary conditions at both ends of the tube.
These are because the equations are expressed in terms of

conservative variables such asrS, rSu, andrSe. In order to
conveniently consider boundary conditions, we need to
transform these governing equations to those of which are
presented with conventional acoustic variables such asr, u,
and p. It is noteworthy that we can assume the coefficients
meff andCv are constant during all processes, without loss of
generality. The different form of the governing equations can
be easily obtained by expanding Eqs.~1!–~3! and substitut-
ing Eqs.~4! and ~5! into Eq. ~3!:

continuity equation

]r

]t
1u

]r

]x
1r

]u

]x
52ru

1

S

dS

dx
, ~6!

momentum equation

]u

]t
1u

]u

]x
1

1

r

]p

]x
52atube1

meff

r

]

]x S 1

S

]~uS!

]x D , ~7!

energy equation

]p

]t
1gp

]u

]x
1u

]p

]x
52gpu

1

S

dS

dx
1meff~g21!

3S 1

S

]~uS!

]x D 2

2
~g21!

S
q̇, ~8!

whereg is the specific heat ratio defined asCp /Cv andCp is
the specific heat at constant pressure of interior gas. Equa-
tions ~6!–~8!, also, can describe the motion of gas in a tube
well.

However, we did not yet discuss the heat fluxq̇. Previ-
ous studies6,7 showed that the assumption of an isentropic
process was valid for common refrigerant gases under our
analysis conditions. The results7 of numerical simulations us-
ing the assumption of isentropic process were consistent with
experimental results.6 This means that the nonreversible ef-
fects in Eq.~8! do not appear strongly, and they are relatively
small enough to be ignored. In addition, a long time after
beginning to excite the tube, the interior acoustic field may
reach steady state in the physical sense. At steady state, the
heat flux has to be balanced with the heat generation caused
by viscous damping in a sense of time average. The second
term on the right-hand side in Eq.~8! represents thermal
energy converted from mechanical energy through viscosity.
This energy transformation is a nonreversible process. Thus,
the time-averaged heat flux can be estimated as follows,

^q̇&T0
5 K SmeffS 1

S

]~uS!

]x D 2L
T0

, ~9!

where ^•&T0
describes the time-averaged value during the

periodT0 . In order to simplify the governing equation with-
out considerable errors, let us replace the heat fluxq̇ with the
effective outgoing heat flux q˙ out approximately using the re-
lation of Eq.~9! as follows,

q̇out5SmeffS 1

S

]~uS!

]x D 2

. ~10!
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Although q̇out does not correspond to the real heat flux at any
time, it can quantitatively account for the heat generation and
heat flux in a sense of time average. Hence, the energy equa-
tion ~8! can be simplified as

]p

]t
1gp

]u

]x
1u

]p

]x
52gpu

1

S

dS

dx
. ~11!

This simplification, however, does not introduce serious er-
rors in the results because the two terms are very small
enough to be ignored. Therefore, the acoustic field in a mov-
ing closed tube can be simply described by three governing
equations~6!, ~7!, and~11!.

One can also find that Eqs.~6!, ~7!, and ~11! can be
written as a simple vector form

]V

]t
1A

]V

]x
5H, ~12!

where

V5H r
u
p
J , A5F u r 0

0 u 1/r

0 gp u
G ,

H55
2ru

1

S

dS

dx

2atube1
meff

r

]

]x S 1

S

]~uS!

]x D
2gpu

1

S

dS

dx

6 .

In Eq. ~12!, the vectorV denotes acoustic variables,A cor-
responds to the system matrix, and vectorH represents
source terms. As we can see in Eq.~12!, time derivatives of
the acoustic variables at any time step are related to the com-
bination of spatial derivatives and source terms. Therefore,
we can estimate the acoustic variables at the next time step
by integrating the time derivatives of acoustic variables in
Eq. ~12!.

However, in order to obtain correct solution of Eq.~12!,
initial gas properties and specific boundary conditions have
to be exactly assigned at each position in the tube. Usually, it
is easy to choose initial conditions appropriately because
they are gas properties at the initial state, but it is not simple
to determine boundary conditions correctly because they are
system characteristics. In this study, unfortunately, only a
velocity condition can be implemented directly at both ends
of a tube. Because of the continuum assumption, the relative
particle velocity has to be zero all the time, i.e.,
(]u/]t)x50,l50, wherel is the length of a tube. Therefore, in
order to solve Eq.~12! correctly, the information of density
and pressure at both ends of a tube have to be related
with the known condition of velocity or other interior gas
properties.

B. Boundary treatment: Characteristic boundary
conditions

In this article, we used characteristic boundary condi-
tions to supplement a lack of boundary conditions. Because
this technique is well explained in the references,9–11 we do
not deal with the theory of characteristic boundary condition
technique in detail. For the system matrixA, let us consider
the eigenvalue matrix and its left eigenvectors at both ends
of a tube. Since the relative particle velocityu is zero at the
boundaries,

LAL 215L,

where L5F 0 0 0

0 c 0

0 0 2c
G , L5F 1 0 21/c2

0 1 1/rc

0 21 1/rc
G .

~13!

The i th row of matrixL corresponds to the left eigenvector
of A for the i th eigenvalue (i 51,2,3), andL is the diagonal
matrix constructed with eigenvalues. Hence, the wave speed
c can be defined asc5Agp/r. Because the relative particle
velocity is zero at both ends of the tube, the three eigenval-
ues become 0 and6c. By multiplication of Eq.~12! by L ,
Eq. ~12! can be transformed to a characteristic form as fol-
lows:

]W

]t
1L

]W

]x
5Ĥ, ~14!

where the vector of characteristic variablesW is defined by a
variational form such as]W5LdV becauseL is not a con-
stant matrix, and the source term is rearranged asĤ5LH .
Therefore, Eq.~14! becomes an uncoupled equation form
sinceL is a diagonal matrix. It is usually called the charac-
teristic equation form. Equation~14! says the characteristic
information of (W) i propagates along the characteristic line
with the specific speed of (L) i ,i , which corresponds toi th
eigenvalue. Thus, there are only two kinds of waves at both
boundaries. One wave of (W)2 propagates in the positivex
direction with speedc, and the other wave of (W)3 propa-
gates in the negativex direction with speed2c. At the
boundary ofx50, the wave of (W)2 corresponds to an in-
coming wave from the exterior region of the tube to the
interior region, but the wave of (W)3 represents an outgoing
wave. At the boundaryx5 l , on the other hand, the wave of
(W)2 corresponds to an outgoing wave from the interior re-
gion to the exterior region, but the wave of (W)3 represents
an incoming wave.

In the physical sense, the characteristics of the outgoing
waves can be perfectly determined by interior field variables.
However, it is not easy to determine the characteristics of
incoming waves because, in general, we do not know any
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information about the variables external to the tube. In order
to obtain the correct solutions, we have to describe the be-
havior of the variables for the incoming wave by using
known conditions. If we define a vectorT[2L(]W/]x),
then Eq.~14! is rewritten as

5
]r

]t
2

1

c2

]p

]t

1

rc

]p

]t

1

rc

]p

]t

6 5T1Ĥ. ~15!

Here, (T)1 and (Ĥ)1 at both boundaries are zero because of
(L)1,15u50, so that the first equation in Eq.~15! corre-
sponding to the entropy wave behaves like an isentropic pro-
cess. Therefore, for the first equation, it is not necessary to
consider the characteristic boundary condition for the heat
flux at x50 andx51. This result comes from the assump-
tion that the effective outgoing heat fluxq̇out has to be bal-
anced with the heat generation as Eq.~10!. However, the
other equations in Eq.~15! have to be corrected by using the
compatibility relation at both boundaries.9–11

First, let us consider the characteristic boundary condi-
tion at x50. Since the properties of outgoing wave of (W)3

can be estimated by using the interior field variables of (T

1Ĥ)3 , the time derivatives of density, velocity, and pressure
can be determined as follows:

FIG. 1. Geometries of test tubes:~a! reference tube~cylindrical shape!, ~b! tube I~conical shape!, ~c! tube II ~
1
2 cosine shape!, and~d! tube III ~

3
4 cosine-shape!.

FIG. 2. Pressure patterns predicted at one end of the reference tube at
resonance during two cycles when the amplitudes of driving acceleration are
10, 50, and 100 m/s2.
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]u

]t U
x50

50,
]p

]t U
x50

5rc~T1Ĥ!3 ,

~16!

]r

]t U
x50

5
1

c2

]p

]t U
x50

5
r

c
~T1Ĥ!3 .

Similarly, let us consider the characteristic boundary condi-
tion at x5 l . Because the property of outgoing wave (W)2

can be estimated through the interior field variables
(T1Ĥ)2 , the time derivatives of density, velocity, and pres-
sure can be determined as follows:

]u

]t U
x5 l

50,
]p

]t U
x5 l

5rc~T1Ĥ!2 ,

~17!
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c
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FIG. 3. Pressure profiles in the reference tube for the acceleration of 100 m/s2 during one cycle. The figures are obtained at every time step of
1
8 cycle.
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Thus, we can simply describe the motion of the interior gas
using the governing equation~14! and the characteristic
boundary conditions of Eqs.~16! and ~17!.

C. Work done and pressurizing performance

Because of viscosity, the energy conversion from me-
chanical energy to heat flux occurs in an oscillating tube.
Therefore, energy input is required to maintain the gas oscil-
lations at steady state. We can give the energy to the interior
gas by means of external work. The external force needed to
excite the tube is determined by the interior pressure as

Fext~ t !5S~0!p~0,t !2S~ l !p~ l ,t !1E
0

l

p~x,t !
dS~x!

dx
dx. ~18!

In Eq. ~18!, the inertia force related to the tube is excluded
because it does not affect the mean input power at steady
state when the tube oscillates harmonically. Thus, at the
steady state, the mean input power can be directly estimated
as

^Ẇ&Tp
5

1

Tp
E

t0

t01Tp
Fextn tubedt, ~19!

where n tube is the tube velocity calculated byn(t)
5*0

t atubedt andTp corresponds to one period. As mentioned
previously, at the steady state, the input power for exciting

the tube has to be balanced with the outgoing heat flux
through the wall.

In order to estimate the efficiency for compressing inte-
rior gas, it is needed to evaluate a pressurizing performance
as well as input power. The performance of a commercial
compressor is often evaluated by compression ratio, which is
defined by the ratio of maximum pressure value to minimum
value as follows,

compression ratio5
pmax

pmin
. ~20!

In this study, we evaluated the pressurizing performance
of a tube by the compression ratio at the small end of the
tube because the maximum pressure and minimum pressure
always occur at the small end.

III. NUMERICAL RESULTS

Because the motion of the interior gas is determined by
the nonlinear governing equation~12!, it is not easy to obtain
a general solution analytically. In this study, we solve the
equation numerically by using a higher-order finite differ-
ence scheme. In order to get an accurate numerical solution,
we developed a numerical code with a fourth-order compact
scheme for spatial differentiation and a fourth-order Adams
method for time evolution.12 Numerical simulations are ac-

FIG. 4. Simulation results of tube I~conical shape! for different amplitudes of the driving acceleration: 100, 200, and 300 m/s2. The results are obtained by
harmonically exciting the tube with sweeping frequency up and down:~a! compression ratio at the small end,~b! input power,~c! pressure patterns at the small
end at resonance, and~d! nonlinear energy ratio of pressure signal at the small end.
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complished for various tubes such as cylindrical, conical,
and cosine-shape tubes, which are shown in Fig. 1. For these
tubes, the patterns of area change along the axis may be
simply classified as follows:

~i! reference tube: no area change;
~ii ! tube I: area increases only;
~iii ! tube II: area increases and converges; and
~iv! tube III: area increases and converges, then decreases.

Although there exist an infinite number of candidate
tubes with different shapes, the four kinds of tube shape we
selected may roughly represent all possible shape-patterns of
simple tubes, which can be expressed by using simple math-
ematical functions.

The performance evaluation of each tube has to be done
under the identical condition. For this purpose, we assume
the tubes have same length ofl 50.2 m and same volume of
4.76531024 m3 as the reference tube in Fig. 1~a!. In addi-
tion, we restrict a radius atx50 to be 0.005 m except the
reference tube. It is also assumed that the tube is filled with
306 kPa ofRefrigerant-12at temperature of 27 °C and the
entire tube is excited harmonically. The density and specific
heat ratio correspond to 14.74 kg/m3 and 1.129, respectively.
The effective viscositymeff is determined by using the ex-
perimental data in Refs. 6 and 7, so thatmeff50.2 kg/m•s.
Note that the viscosity used in this study is much larger than

others in the literature. The tube is divided with fine mesh of
dx50.431023 m to resolve discontinuous waves like
shocks. A time step is determined by using the relation of
dt5CFL•dx/c0 . In this study, we use theCFL number of
0.49 to get a stable solution.

A. Reference tube „cylindrical shape …

We chose a cylindrical tube as a reference tube of which
the geometry is described by the radius as

r ~x!50.0275 for 0<x<0.2, ~21!

where the unit is a meter~m!.
Figure 2 shows pressure signals predicted at one end of

the tube at resonant frequency~381.5 Hz! for different am-
plitudes of the driving acceleration: 10, 50, and 100 m/s2. In
spite of the small amplitude of driving acceleration of 10
m/s2, the pressure waveform is already distorted and begin-
ning to evolve into shocks. When the tube is excited with the
acceleration of 100 m/s2, we can see clearly a shock wave
which has an abrupt pressure jump. Because acoustic satura-
tion, which limits the maximum possible pressure, occurs in
the cylindrical tube, we cannot obtain high enough pressures
although we increase the amplitude of driving acceleration.

Furthermore, these nonlinear pressure signals contain
not only the exciting frequency component but also its higher

FIG. 5. Simulation results of tube II~
1
2 cosine shape! for different amplitudes of the driving acceleration: 100, 200, and 300 m/s2. The results are obtained by

harmonically exciting the tube with sweeping frequency up and down:~a! compression ratio at the small end,~b! input power,~c! pressure patterns at the small
end at resonance, and~d! nonlinear energy ratio of pressure signal at the small end.
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harmonics. This means that input energy is not concentrated
on the exciting frequency component and distributed to the
higher harmonics. In order to quantify the degree of nonlin-
earity of these pressure patterns, we used anonlinear energy
ratio defined as a ratio of the energy of higher harmonics to
the total signal energy. That is,

nonlinear energy ratio512
Gpp~v0!

Rpp~0!2mp
2 , ~22!

whereRpp(0) is the autocorrelation of pressure signals with
zero time delay,mp is the mean value of the pressure signals,
andGpp(v0) is the autospectrum of the pressure signals with
the exciting frequencyv0 . The denominator of Eq.~22! rep-
resents the total signal energy except the static signal com-
ponent. Hence, the nonlinear energy ratio is bounded be-
tween zero and one. If pressure signals contain only the
exciting frequency component, the nonlinear energy ratio be-
comes zero.

The nonlinear energy ratio of pressure signals for the
acceleration of 100 m/s2 in Fig. 2 is about 0.227. It means a
large portion of the input effort spreads over the higher har-
monics. In this case, the compression ratio of the reference
tube is about 1.081, and the estimated input power for excit-
ing the tube is 1.023 W.

Figure 3 shows the pressure profiles in the reference
tube for the acceleration of 100 m/s2 during one cycle at
steady state. We can clearly observe the propagation of the
shock wave in the tube. At the half cycle, the shock propa-
gates in the opposite direction.

B. Tube I „conical shape …

The geometry of tube I in Fig. 1~b! is described as

r ~x!5r 01A1~x/l! for 0<x< l , ~23!

wherer 0 is 0.005 m,l is 0.2 m, andA1 is 0.04 m.
Simulation results of tube I are shown in Fig. 4. These

results were obtained by harmonically exciting the tube with
a frequency of interest. We accomplished the simulations for
different amplitudes of the driving acceleration: 100, 200,
and 300 m/s2. Figure 4~a! shows the compression ratio, de-
fined as the ratio of maximum pressure (Pmax) to minimum
pressure (Pmin), of tube I. It is noteworthy that the ultimate
objective is to obtain the highest possible compression ratio.
In this case, much higher values of compression ratio were
induced than those of the cylindrical tube. The maximum
compression ratio is about 3.1 for the acceleration of 300
m/s2. Note, as the amplitude of the driving acceleration in-
creases, the resonant frequency also increases and the curves

FIG. 6. Simulation results of tube III~
3
4 cosine shape! for different amplitudes of the driving acceleration: 100, 200, and 300 m/s2. The results are obtained

by harmonically exciting the tube with sweeping frequency up and down:~a! compression ratio at the small end,~b! input power,~c! pressure patterns at the
small end at resonance, and~d! nonlinear energy ratio of pressure signal at the small end.
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are skewed toward the upper frequency. When the accelera-
tion is 200 m/s2, an abrupt discontinuity of the responsecurve
occurs at the resonant frequency. Specifically for the accel-
eration of 300 m/s2, the response curve has multi-values in
the overlapped frequency region; these phenomena were
similarly remarked ashysteresisin Refs. 6 and 7. Therefore,
in order to get the maximum compression ratio effectively,
we have to excite the tube by sweeping frequency up to the
resonant frequency. Figure 4~b! corresponds to the input
power needed to excite the tube. Similar to Fig. 4~a!, as the
acceleration increases, the curves abruptly jump at resonant
frequency and, especially, show a hysteresis pattern for the
acceleration of 300 m/s2. In this case, the input power of 15
W is consumed to produce the compression ratio of 3.1.
Pressure signals at the small end of the tube at each reso-
nance are shown in Fig. 4~c!. In contrast to the cylindrical
tube, shock waves are not generated in spite of the very large
amplitude of the acoustic pressures. Note, as the input efforts
increase, the nonlinear pressure pattern has the narrower
peak and the broader trough. Figure 4~d! shows the nonlinear
energy ratio of tube I, and the curve patterns are very similar
to Figs. 4~a! and~b!. The maximum nonlinear energy ratio is
about 0.092 for the acceleration of 300 m/s2 and it is smaller
than that of the cylindrical tube.

C. Tube II „

1
2 cosine shape …

The geometry of tube II in Fig. 1~c! is described as

r ~x!5r 01A2X12cosS p
x

l D C for 0<x< l , ~24!

wherer 0 is 0.005 m,l is 0.2 m, andA2 is 0.019 m.
Figure 5~a! shows the compression ratio of tube II. As

the acceleration increases, the resonance frequency slightly
moved toward the upper frequency although the change is
smaller than that of tube I. An abrupt discontinuity of the
response curve was also observed at the resonance fre-
quency. However, unlike tube I, the hysteresis pattern did
not appear when the tube was excited with acceleration of
300 m/s2. In this case, the compression ratio increases up to
6.5, which corresponds to that of a commercial air compres-
sor. In addition, Fig. 5~a! says this tube shape is more effec-
tive to compress a gas than tube I when the tubes are oscil-
lated with the same amplitude of driving acceleration. The
input power needed to excite the tube is shown in Fig. 5~b!.
In order to get the compression ratio of 6.5, the input power
of 19.5 W is required when acceleration is 300 m/s2. Figure
5~c! displays pressure patterns predicted at the small end of
the tube at resonance. As the acceleration increases, pressure
patterns have a broader peak and lower trough than the re-
sults of tube I in Fig. 4~c!. Especially, notice that small
ripples appear in the peak when acceleration is 300 m/s2.
Figure 5~d! presents the nonlinear energy ratio. The values
are very small in spite of very high pressures. In other words,
the shape of tube II may effectively suppress the energy
transfer to other higher frequency components, so that most
of the input effort can be concentrated into the component of
exciting frequency.

D. Tube III „

3
4 cosine shape …

The geometry of tube III in Fig. 1~d! is described as

r ~x!5r 01A3X12cosS 3p

2
•

x

l D C for 0<x< l , ~25!

wherer 0 is 0.005 m,l is 0.2 m, andA3 is 0.0166 m.
Compression ratio for tube III is shown in Fig. 6~a!. In

this case, the resonant frequency is rarely affected by the
pressure level. In contrast to tubes I and II, the curves in Fig.
6~a! are not skewed and keep the continuous pattern although
driving acceleration increases. However, as seen in Fig. 6~a!,
the shape of tube III is not so good to induce high compres-
sion ratio. Figure 6~b! corresponds to the input power for
exciting the tube. It says much more energy consumed than
other tubes. The pressure pattern in Fig. 6~c! shows the nar-
rower peak and the broader trough, but a ripple appears. The
nonlinear energy ratio is higher than other tubes@see Fig.
6~d!#.

Compression efficiencies of the three tubes are com-
pared in Fig. 7~a!. It shows tube II is much more efficient
than the other tubes. In other words, the shape of tube II is
the best among the selected candidates for a sonic compres-
sor. In Fig. 7~b!, the nonlinear energy ratio of tube II is
remarkably smaller than the other tubes. It means the energy
transfer to higher harmonics is greatly suppressed in tube II,
so that the input efforts can be effectively concentrated on

FIG. 7. Simulation results for tubes I, II, and III. The tubes are excited with
their resonance frequencies with varying input power:~a! compression ratio
at the small end versus input power, and~b! nonlinear energy ratio of pres-
sure signal at the small end versus input power.
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the component of exciting frequency. The results imply that
the nonlinear energy ratio may be used as a good basis pa-
rameter for designing the tube shape of the sonic compres-
sor.

IV. CONCLUSIONS

For a closed axisymmetric tube oscillating harmonically,
one-dimensional nonlinear governing equations have been
derived and solved numerically. Characteristic boundary
conditions were applied to supplement the lacks of boundary
conditions. Simulations were accomplished for various tubes
such as cylindrical, conical, and cosine-shape tubes with
same volume and length.

Shock waves are easily generated in the cylinder tube,
but much higher acoustic pressures are induced without
shock formation in the conical and cosine tubes. The results
show that the nonlinear patterns of acoustic pressures are
strongly related to the shape of tube as well as the amplitude
of driving acceleration. We evaluated the pressurizing per-
formance of these tubes and calculated the nonlinear energy
ratio of pressure pattern. The nonlinear energy ratio well
describes not only the energy transfer to higher harmonics
but also the compression efficiency. We propose it to be a
good measure for designing the good tube shape of sonic
compressor. In addition, it was found that the1

2 cosine-shape

tube was much more efficient than the other tubes, i.e., it is
more suitable for a sonic compressor.
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A new boundary-element method for predicting outdoor sound propagation over uneven ground is
presented. This allows the sound field around complex boundaries~various absorptive properties
and shapes! and in the presence of refraction to be calculated accurately. The total sound pressure
is expressed as the sum of the incident pressure and the pressure scattered by the obstacles in the
propagation medium, involving layer potentials. The Green’s function used in this formulation takes
meteorological and ground effects into account and relies on recent models for propagation in
inhomogeneous media, such as normal modes, residue series, the parabolic equation, or the fast-field
program. In this paper, this new method, called Meteo-BEM, is derived, based on both
boundary-element methods~BEM! in a quiescent medium, and propagation models in
inhomogeneous media. The hypothetical case of a rigid, thin noise barrier on a flat ground, under a
known sound-speed gradient condition, is studied. Comparison of numerical simulations with
experimental results shows that this new method is a powerful tool for outdoor sound propagation
prediction, which gives rise to many applications and developments. ©2000 Acoustical Society of
America.@S0001-4966~00!03810-8#

PACS numbers: 43.28.Fp, 43.20.Bi, 43.50.Vt@LCS#

I. INTRODUCTION

Many national regulations concerning traffic noise are
becoming more and more demanding, leading to specifica-
tion of lower and lower maximum acceptable sound levels.
Consequently, there is now a need for models to predict
noise from traffic and other major environmental noise
sources on the ground, at long range. Moreover, noise barri-
ers are nowadays widely used as traffic-noise control de-
vices; it is found that the insertion loss of barriers measured
outdoors at long range is often much lower than predicted.
This appears to be due to the influence of meteorological
conditions: wind and temperature gradients and turbulence.
Thus, there is a need to investigate meteorological influences
on the performance of noise barriers.

To predict noise barrier efficiency, several empirical and
numerical methods have been developed, based on different
approaches@empirical model,1 semiempirical model,2 geo-
metrical theory,3–6 and boundary-element methods
~BEM!7,8#. Among these tools, valid in homogeneous media,
the BEM has the advantage of allowing the assessment of
any kind of shape and absorption of the propagation-domain
boundaries—in particular, uneven terrains, various shapes of
sound barriers, or impedance discontinuities. In the formula-
tion presented in this paper, the problem is recast in terms of
a boundary integral representation, using a Green’s function
which directly satisfies the sound radiation condition at in-

finity. Furthermore, if the ground is assumed infinite, flat,
and of constant admittance, the Green’s function can include
reflection by the ground9,10 and it leads to the discretization
of the surfaces of the obstacles only. Therefore, the compu-
tation time and computer memory size become small enough
to make complex outdoor-noise diffraction problems trac-
table with the boundary-element method, using desktop com-
puters.

On the other hand, a few models11 have recently been
developed which describe the sound propagation in inhomo-
geneous media using normal-mode solution, residue series
solution, fast-field program~FFP!, parabolic equation~PE!,
or Gaussian beams. Among them, the Gaussian beam12 and
the parabolic equation13 methods permit the analysis of dif-
fraction in inhomogeneous media. However, the first ap-
proach is an asymptotic solution which does not work when
one of the dimensions of the problem is less than a wave-
length. The second approach, which is a powerful computa-
tional method for sound propagation in inhomogeneous me-
dia, ignores the backscattered field and, therefore, does not
accurately describe a large class of diffraction problems
where multiple diffraction and multiple reflection exist—for
example, in the case of railway-noise control by screens.

This paper presents a new BEM, called Meteo-BEM,
including meteorological effects in the Green’s function of
the formulation. The key point is that this Green’s function is
an exact solution of the problem of sound propagation in an
inhomogeneous medium; the calculation of its first and sec-
ond derivatives can be made with good accuracy and in-
volves a reasonable computational cost. In the present paper,

a!Electronic mail: e.premat@cstb.fr
b!Yannick Gabillet, who was born in Auray, France, in 1952, passed away in

Grenoble, France, on 19 January 2000.
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a Green’s function based upon normal modes has been used.
Instead of using a numerical method like FFP, or PE which
may be unstable in the numerical evaluation of its deriva-
tives, the normal-mode approach offers the advantage of be-
ing analytic and easily derivable, and provides a good illus-
tration of the methodology. The choice of this particular
Green’s function allows only media with a positive constant
sound-speed gradient to be studied,11 but it has been shown
elsewhere14 that, in many cases, real sound-speed profiles
can be approximated by linear ones, which leads to suffi-
ciently accurate estimations of sound-pressure levels. Other
situations require the choice of another appropriate Green’s
function, such as the residue series in the case of upward
refraction. It has been noted that, in the study of wind effects
on sound propagation, the medium is not isotropic and the
Green’s function depends on the relative directions of the
sound propagation and the wind. Therefore, if the source and
the receiver are both in front of a reflecting wall, two Green’s
functions are necessary—one for the interaction between the
source and the wall and one for the propagation domain be-
tween the wall and the receiver—in addition to the incident
field. This case shows that attention has to be paid to situa-
tions including wind.

In order to illustrate the proposed methodology, the
simple case of a rigid, thin barrier on a rigid, flat ground
under a positive, constant sound-speed gradient is presented
in this paper. The new method is presented step by step, each
step being justified and validated, with comparisons from
either measurement or calculation results. First, in Sec. II,
the boundary-element method in homogeneous media is
briefly recast, and the power of the Green’s function is
pointed out. The approach used involves layer potentials;
emphasis is given here on the most important basic results.
Next, in Sec. III, the inhomogeneous model, taking meteoro-
logical effects into account, is presented. In the case of a
positive linear sound-speed gradient, the normal-mode solu-
tion has been found to be the most appropriate ‘‘candidate’’
for the Green’s function of the formulation. Then, in Sec. IV,
the new method is derived using the results of the previous
sections. Comparisons between results from the new method
and from experiments are shown. Finally, conclusions and
further developments are discussed in Sec. V.

II. THE BOUNDARY-ELEMENT METHOD IN A
HOMOGENEOUS ATMOSPHERE

A. A general overview of the BEM

The boundary-element method is a numerical technique
developed in the early 1960s, based on the older theory of
boundary integral equations. These methods have been ex-
tensively discussed in the literature and are still an interest-
ing field of research~see, for example, Refs. 15–18!. A few
key points about BEM will be given here, but more detailed
investigations are not within the scope of this paper. For
more information, the reader should refer to the references,
and other references cited therein.

In unbounded situations, the BEM has been found to be
more appropriate than the other well-known numerical tool,
the finite-element method, since it requires only boundary,

instead of domain, discretization. In fact, since the propaga-
tion domain does not have to be meshed, the BEM allows the
dimension of the problem to be reduced by one and the
acoustic field everywhere in the medium is then due to the
radiation of the boundaries.

Two families of boundary-element methods can be dis-
tinguished: direct and indirect formulations. The direct
formulation15 relies on the use of the Helmholtz integral
equation where the unknown functions are pressure and ve-
locity, while the indirect one19,20 is based on an integral for-
mulation assuming that the sound field scattered by a bound-
ary can be represented by a linear combination of a
distribution of monopoles~a simple-layer potential! and a
distribution of dipoles~a double-layer potential!. In this latter
formulation, the densities of the layer potentials are at first
unknown, and found with the help of the boundary integral
equation.20 An advantage of the indirect formulation over the
direct one is that, in the case of simple boundary conditions,
the acoustic field can be represented with only one simple- or
double-layer potential. In any case, it is worth mentioning
that both formulations depend on a powerful function: the
Green’s function of the problem; that is, an elementary solu-
tion of the Helmholtz equation satisfying the Sommerfeld
condition and certain boundary conditions~see Ref. 15!. The
more information the Green’s function accounts for, the
smaller the integration domain of the corresponding integral
formulation. That is why authors have first looked for
Green’s functions for the propagation above a rigid plane,7

then for Green’s functions including ground effects;9,10 work
is still done in many areas of acoustics to find expressions for
these Green’s functions suitable for subsequent numerical
use in boundary-element methods. Once either a direct or an
indirect formulation has been used, the so-called collocation
method16 is one of the best-known and frequently used meth-
ods for solving the integral equation obtained by imposing
the boundary conditions to the pressure; that is to say, satis-
fying the integral equation at a set of discrete boundary lo-
cations.

In theory, the BEM allows three-dimensional problems
to be studied, but the calculation time and the memory size
limit the use of these methods to two-dimensional problems
or to three-dimensional problems within a reasonable low-
frequency range~the meshing size of the boundary depends
on the frequency!, although a few attempts have been made
to extend these formulations to 3D21 and to increase the high
frequency limits of the BEM.22

It must be noted that, up to now, boundary-element
methods have been used only for propagation in quiescent
media. Thus, the aim of this paper is to prove that such
powerful formulations can be applied to complex outdoor
sound propagation problems, regardless of whether the un-
derlying formulation is direct, indirect, or variational. Con-
sidering the discussion above, the formulation adopted in this
work, without introducing any restrictions, is an indirect one
based on layer potential theory. The next section addresses
this issue more precisely in the case of a thin noise barrier on
a flat ground.
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B. The indirect BEM based on layer potential theory

Let us consider a harmonic point sourceS in a semi-
infinite domainV whose boundarys is the ground and a
barrier ~see Fig. 1!. M is a point in the spaceV.

Considering linear-acoustical assumptions, and time de-
pendence exp(2ivt), the problem of a homogeneous atmo-
sphere can be described by the following system:

~D1k2!p5dS , for M in V, ~1!

lim
M in V→P on s

F]n~M !p~M !2 ik
rc

Zn
p~M !G50, ~2!

Sommerfeld condition forp. ~3!

Here,p is the total sound pressure,k the wave number,dS

represents the point-source radiation,r is the air density,c
the sound speed, andZn is the normal acoustic impedance of
s, supposed to be locally reacting.

Using the layer potential formulation, the total sound
pressure can be expressed as the sum of the incident pressure
~the pressure radiated by the source without the boundarys!
and a linear combination of simple- and double-layer poten-
tials ~the pressure scattered by the boundary!20

p~M !5p0~M !1aps~M !1bpd~M !, ~4!

in which a andb are complex coefficients.
The incident sound field in free space is

p0~M !52
exp~ ikr ~S,M !!

4pr ~M ,S!
in 3D,

~5!

p0~M !52
i

4
H0~kr~S,M !! in 2D,

and the simple- and double-layer potentialsps andpd are

ps~M !5E
s
n~P!G~M ,P!dG~P!,

~6!

pd~M !52E
s
m~P!]n~P!G~M ,P!dG~P!.

The simple-layer potential can be interpreted as the ra-
diation of a layer of monopole sources located ons, while
the double-layer potential can be seen to be the contribution
of dipoles oriented along the normal tos. These layer poten-
tials have to be carefully handled when crossing the bound-
ary s. Due to the underlying distribution theory, the simple-
layer potential is then a continuous function, but its normal
derivative has a discontinuity, while the double-layer poten-
tial is a discontinuous function but has a continuous normal

derivative~see Ref. 20 for more details!. The functionsn and
m denote, respectively, the simple-layer and double-layer po-
tential densities.

This integral formulation involves the crucial Green’s
functionG that is indeed an elementary solution of the prob-
lem satisfying certain boundary conditions. The more bound-
ary conditions included in the Green’s function, the smaller
the integration domain being considered as a secondary
source, so that the total acoustic field is the superposition of
the incident field and the contributions of these secondary
sources.

As m and n are unknown, they have to be determined
using the boundary conditions. The introduction of the sound
pressure~4! in the boundary conditions~2! leads to a bound-
ary integral equation that has to be solved in order to get the
unknown layer potential densities.

Using, for example, a collocation method, the integral
equation is satisfied at a few points located on the boundary.
The boundarys is discretized into surface elements on
which m and n can be approximated by piecewise constant
functions or any more appropriate sophisticated shape func-
tions. A linear system then gives these unknown functions;
the sound field is finally known over the whole space via the
integral formulation.

This BEM is called indirect becausem andn have to be
determined first in order to find the acoustic pressure any-
where in the spaceV via Eq. ~4!. The mathematical method
presented here is exact, and the pressure solution of the
boundary value problem is unique, provided that both the
propagation mediumV and the complementary toV̄ are
infinite.20 In case of a finite associated internal problem, a
judicious combination of simple- and double-layer potentials
could be used to avoid this nonuniqueness problem at certain
characteristic frequencies.

As outlined above, the key point in this formulation is
the use of an adequate Green’s function. That is why, for
example, in the case of outdoor sound propagation in the
presence of a sound barrier, different authors have concen-
trated first on the ground effects in order to reduce the do-
main s to the barrierG ~see Refs. 7 and 10!; however, all
these works were restricted to a homogeneous atmosphere.
In this work, meteorological effects are going to be intro-
duced via the Green’s function.

For the sake of clarity, consider the case of a rigid, thin
noise barrierG, on a rigid, flat ground~see Fig. 2!. Boundary
condition ~2! is then a Neumann condition

lim
M in V→P on G

]n~M !p~M !50 ~7!

FIG. 1. General problem of outdoor sound propagation. FIG. 2. Thin noise barrier on a flat ground.

2777 2777J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 E. Premat and Y. Gabillet: BEM for barrier attenuation



Daumas7 showed that the solution could be represented
by a double-layer potential

p~M !5p0~M !1E
G
m~P!]n~P!G~M ,P!dG~P!

for M in the spaceV. ~8!

Including ground effects in the Green’s functionG allows
the integration domain to be reduced to the sound barrierG.
This Green’s function is therefore given by

G~P,M !52
i

4
H0~kd~P,M !!2

i

4
H0~kd~P8,M !!, ~9!

where P8 is the image source corresponding toP with re-
spect to the ground plane;H0 is the Hankel function of the
first kind and of order zero; andd(P,M ) is the distance
betweenP and M. Here, the 2D problem is addressed for
computation time and memory-size reasons.

The incident pressure due to the sourceS of unit ampli-
tude is given by

p0~M !5G~S,M !. ~10!

Expressing the Neumann condition on the screen, the
following Fredholm integral equation of the first kind is ob-
tained:

2]n~M !p0~M !5PFE
G
m~P!]n~M !]n~P!G~M ,P!dG~P!

for M on G. ~11!

Because of the singularity of the Green’s kernel, the integral
is taken in the sense of the Hadamard finite part, represented
in ~11! by the notationPF. According to Filippi,23 the defi-
nition used is the limit of the normal component of the gra-
dient of the double-layer potential when pointM approaches
the screen.

This integral equation is solved usingN collocation
pointsM j located on the screen. Looking for a simple piece-
wise constant approximation for the unknown double-layer
potential density, the sound barrierG is discretized into sub-
elementsG i and yields the linear system

2]n~M !p0~M j !5(
iÞ j

m iE
G i

]n~M !]n~P!G~M j ,P!dG~P!

1m i PFE
G i

]n~M !]n~P!G~M j ,P!dG~P!

j 51,...,N. ~12!

This equation represents the contribution of the interac-
tion between the source in the presence of the ground and the
screen. Following a commonly accepted criterion, the size of
the subdivisionG i is chosen to be of the same order as one-
sixth of the sound wavelength.

Equation~12! can be rewritten as

@A#@m#5@B#, ~13!

with

@B#5@Bj #5@2]np0~M j !#

@m#5@m i # ~14!

@A#5@Aji #5FPFE
G i

]n~M !]n~P!G~M j ,P!dG~P!G .
The integrals are computed using an adaptative Gauss–

Legendre scheme and the linear system is solved using a full
pivoting Gauss strategy.24

Once the layer densitym is known, the sound pressure
can be calculated at any receiver point using the formulation
~8!. The double-layer potential then represents the contribu-
tion of radiation from the sound barrier to the total sound
field.

To validate the use of this BEM model in a homoge-
neous medium with a barrier, one can first compare the nu-
merical results for the BEM with the geometrical theory of
diffraction ~GTD!.3 In order to allow for comparison be-
tween the cases~a! with a screen in a homogeneous atmo-
sphere;~b! without any screen in a downward-refracting at-
mosphere; and~c! with a screen in a downward-refracting
atmosphere, the same geometry corresponding to scale-
model measurements made above a concave surface12 and
presented in Sec. IV will be used throughout Secs. II B, III,
and IV. Figure 3 shows the sound-pressure levels relative to
free field calculated by the two methods—BEM and GTD—
for three positions of the receiver. The source and screen
heights were, respectively, 0.10 and 0.15 m. The source is
located 4 m in front of the screen. The three positions of the
receiver are:~a! 2 m behind the screen at a height of 0.10 m;
~b! 2 m behind the screen at a height of 0.15 m;~c! 3 m
behind the screen at a height of 0.10 m. The agreement be-
tween the two calculation methods is excellent. The next
section presents the method used for the Green’s function in
an inhomogeneous atmosphere.

III. THE GREEN’S FUNCTION ACCOUNTING FOR
METEOROLOGICAL EFFECTS

Meteorological effects~wind and sound-speed gradients,
turbulence! are important in outdoor sound propagation, par-
ticularly at long ranges.

In the classical boundary-element methods, the Green’s
functions can include ground effects.25,26 The idea of the
present work is to take advantage of recent models describ-
ing propagation in inhomogeneous media, taking meteoro-
logical effects as well as ground effects into account. Here,
we concentrate on refraction phenomena. These recent mod-
els describing sound-speed gradients are mainly the normal-
mode solution for downward refraction, the residue series for
upward refraction, and the fast-field program and the para-
bolic equation for both situations.11

In order to illustrate the methodology used for including
this inhomogeneous Green’s function in the BEM, consider
the case of a positive sound-speed gradient condition.

In the case of a linear sound-speed profile, the normal-
mode solution27 is particularly well adapted, since the vari-
ables involved in the analytical formulation are uncoupled
and straightforward to derive.

The solutionp of the pressure wave equation satisfying,
on the one hand, the Sommerfeld condition at infinite alti-
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tude and the impedance boundary condition at the flat
ground, and, on the other hand, the height-dependent sound-
speed condition for inhomogeneous media, can be written as
follows, using a Hankel transform:27

p~r ,z!52SmE
2`

1`

H0
1~kr !P~z,k!k dk, ~15!

where r represents the range andz the height.Sm is the
monopole source strength. In the case of a linear sound-
speed profile,

c~z!5c~0!~11z/R!, ~16!

the so-called height-dependent Green’s functionP(z,k) can
be expressed in terms of Airy functions and their derivatives

P~z,k!522peip/61 Ai~t1y.!FAi ~~t1y,!e2ip/3!

2S Ai 8~te2ip/3!1q Ai ~te2ip/3!

Ai 8~t!1q Ai ~t!
DAi ~t1y,!G ,

~17!

where

k052p f /c~0!, q5~ ik01rc!/Z,

15~R/2k0
2!1/3, R5c/~dc/dz!

~18!
t5~k22k0

2!12, y.5z./1, y,5z,/1,

z.5max~zs ,zr !, z,5min~zs ,zr !,

R is the radius of curvature of the launched rays,zs is the
source height, andzr the receiver height.

Next, using the residue theorem to calculate Eq.~15!,
the poles of the integrand are determined and the contribu-
tions of the integrand residue at each pole are summed to
obtain the following expression for the sound pressurepS , in
downward refraction, for a point sourceS radiating spherical
waves above a flat locally reacting impedance plane:

pS~r ,z!5
ipSm

1 (
n

H0
1~knr !Ai ~tn1zs/1!Ai ~tn1z/1!

tn@Ai ~tn!#22@Ai 8~tn!#2 ,

~19!

in which

tn5~kn
22k0

2!12 ~20!

are the zeros of

Ai 8~tn!1q Ai ~tn!50, ~21!

and kn represents the horizontal wave number of thenth
mode. The zeros of~21! are trapped in the complex plane
with an adapted Powell hybrid method for nonlinear system
solutions.28 Equation ~19! gives the expression for the
Green’s function for sound propagation from a point source
above a flat absorbing ground in a medium with a linear
sound-speed profile.

One must point out that this derivation is an exact ana-
lytical formulation; however, in the last result~19!, the con-
tinuous spectrum contribution has been disregarded, which
leads to negligible error at long range. Furthermore, concern-
ing the numerical implementation, a significant numerical
instability gives rise to oscillations in the predicted sound
field, due to the oscillatory behavior of the Airy functions for
large arguments. This drawback is overcome assuming that,
near the vertical, sound-speed gradients do not affect the
propagation. Consequently, for smallkn , i.e., important ver-
tical wave numbers, sound propagates almost vertically and
we can consider that the propagation happens as if the me-
dium were homogeneous~see Ref. 29!. Furthermore, the
above sound-pressure formula is valid in 3D~radiation from
a point source!, so it needs to be adapted to 2D configura-

FIG. 3. Sound-pressure level relative to free field versus frequency, obtained
in a homogeneous medium behind a rigid barrier of height50.15 m, distance
to the source54 m. The solid curves are the GTD solution and the circles
are the BEM solution. The ground is rigid. Source height50.1 m in all cases
and ~a! receiver height50.1 m, source/receiver distance56 m; ~b! receiver
height50.15 m, source/receiver distance56 m; ~c! receiver height50.1 m,
source/receiver distance57 m.

2779 2779J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 E. Premat and Y. Gabillet: BEM for barrier attenuation



tions ~radiation from a line source! because the BEM ap-
proach used in this work is written in 2D. This is done using
the idea outlined in Ref. 30, p. 276. Considering the form of
the normal modes in 2D and 3D, a trivial modification has to
be made to get the 2D solution. Equation~19! becomes, for a
line source in plane geometry

pS~r ,z!5
iS1

21 (
n

exp~ iknr !Ai ~tn1zs/1!Ai ~tn1z/1!

kntn@Ai ~tn!#22@Ai ~tn!#2 ,

~22!

whereS1 is the line source strength.
This last equation~22! gives the expression for the

Green’s function for sound propagation from a line source
above a flat absorbing ground in a medium with a linear
sound-speed profile.

The results obtained with the normal-mode solution
compared satisfactorily to those from the benchmark11 for
downward refraction. Figure 4 shows the results for case 2 of
the benchmark~Fig. 12, p. 187 at 100 Hz!; the source and
receiver heights are 5 and 1 m, respectively; the range varies
from 0.1 to 10 000 m, the specific surface impedance of the
ground is Zc5(12.81,11.62) and the vertical sound-speed
gradient is 0.1 s21. For more clarity, the results of the bench-
mark are not recalled here in Fig. 4. The instabilities present
at short distances, with the normal-mode method, in the re-
sult of Fig. 12 of the benchmark are not visible in the result
of our Fig. 4. This better result is achieved with the treatment
of the vertical modes in the series~22! as presented above.

Next, the normal-mode solution is compared to earlier
experimental results for a linear sound-speed profile.12 There
is an analogy between propagation following straight lines
above a curved surface and propagation following curved ray
paths in the case of a linear sound-speed profile above a
plane boundary.31,32 Therefore, instead of making measure-
ments downwind outdoors, measurements under controlled
conditions indoors have been made above a concave curved
surface in Ref. 12. The source and receiver positions are the
same as those used in Fig. 3. Figure 5 shows the normal-
mode calculation and the measured spectra for the three po-
sitions of the receiver. The agreement between calculations
and measurements is very good. Figure 5 shows that there
are substantial increases in sound-pressure levels in down-
ward refraction above a reflective surface.

These results show that, in the case of a linear sound-
speed profile, the normal-mode solution given by Eq.~22! is

a good candidate for the Green’s function in an inhomoge-
neous medium, since the variables involved in the analytical
formulation are uncoupled and straightforward to derive. The
use of this Green’s function in the BEM is presented in the
following section.

IV. THE NEW MODEL: METEO-BEM

Using the results of the two theories described above
~BEM for noise barrier efficiency in a homogeneous atmo-
sphere, and the normal-mode solution for sound propagation

FIG. 4. Normal-mode transmission loss versus range corresponding to the
case 2, 100 Hz, Fig. 12, Ref. 11, p. 187.

FIG. 5. Sound-pressure level relative to free field versus frequency, obtained
in an inhomogeneous medium under downward-refracting conditions in the
case of a linear sound-speed profile wherea51/R50.05 m21. The circles
are the normal-mode solution and the dashed curves are measured levels.
The ground is rigid. Source height50.1 m in all cases and~a! receiver
height50.1 m, source/receiver distance56 m; ~b! receiver height50.15 m,
source/receiver distance56 m; ~c! receiver height50.1 m, source/receiver
distance57 m.
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in inhomogeneous media!, the new formulation Meteo-BEM,
combining the advantages of both approaches, is now pre-
sented. In the following, the subscripts ‘‘inhom’’ and
‘‘hom’’ will denote, respectively, propagation in an inhomo-
geneous medium and in a homogeneous medium.

For the sake of clarity, consider the case of a rigid, thin
noise barrier, on a flat ground, in the presence of downward
refraction. In the inhomogeneous case, Eq.~8! Sec. II is re-
written as

p~M !5p0inhom
~M !1E

G
m inhom~P!]n~P!G~M ,P!dG~P!

for M in the spaceV. ~23!

Now, however, the Green’s function describes the sound
propagation in an inhomogeneous medium, so the results of
Sec. III, Eq.~22! are used

G~S,M !5pS~r ~M !,z~M !!

5
iS1

21(n

exp~iknur M2r Su!Ai ~tn1zs/1!Ai ~tn1zM/1!

kntn@Ai ~tn!#22@Ai ~tn!#2 .

~24!

When the ground is rigid, the parameterq in ~18! is
equal to zero. Thus, Eq.~21! shows that in this case thetn

are the zerosan8 of the derivative of the Airy function and we
have, for the Green’s function

G~S,M !5
iS1

21

3(
n

exp~iknur M2r Su!Ai ~an81zs/1!Ai ~an81zM/1!

knan8@Ai ~an8!#2 .

~25!

The new inhomogeneous integral equation correspond-
ing to ~11! must be solved with the normal-mode solution
~25! for the Green’s function as well as for the incident field

2]n~M !p0inhom
~M !5PFE

G
m inhom~P!]n~M !]n~P!

3G~M ,P!dG~P! for M on G.

~26!

Using the same collocation method as for the homoge-
neous BEM, the sound barrierG is discretized into subele-
ments on which the unknown double-layer potential density
is approximated by a piecewise constant function. Thus,~12!
becomes

2]n~M !p0inhom
~M j !

5(
iÞ j

m i , inhomE
G i

]n~M !]n~P!G~M j ,P!dG~P!

1m i , inhomPFE
G i

]n~M !]n~P!G~M j ,P!dG~P!,

j 51,...,N. ~27!

The normal derivative of the pressure for the left-hand
side of this equation is

]n~M !p0~M !uG

5
]G~S,M !

]r M

52
S1

21(
n

exp~ iknur Su!Ai ~an81zs/1!Ai ~an81zM/1!

an8@Ai ~an8!#2 .

~28!

For the right-hand side of Eq.~27!, an approximation
based on the idea of Rasmussen29 presented above in Sec. III
can be made, considering that vertical propagation is weakly
affected by the refraction; thus, this term is at first approxi-
mated by the homogeneous term presented in Sec. II.

In this way, a new linear system, involving~a! the
normal-mode Green’s function derivative for the right mem-
ber, and~b! the same matrix as for the homogeneous system
Eqs.~13! and ~14!, is obtained

@Ainhom#@minhom#5@Binhom#, ~29!

with

@Binhom#5@Bj , inhom#5@2]np0inhom
~M j !#

@m inhom#5@m i , inhom# ~30!

@Ainhom#5@Aji , inhom#

5FPFE
G i

]n~M !]n~P!G~M j ,P!dG~P!G'@Ahom#.

Once solved, this new inhomogeneous linear system
provides the layer potential densitym for inhomogeneous
media calculated using the same numerical schemes as de-
scribed in Sec. II.

The last step is then to use Eq.~23! with the normal-
mode solution for the incident field, as well as for the
Green’s function derivative involved in the integral, in the
same way as for the left-hand side of the inhomogeneous
integral equation~28!.

The sound pressure is then computed at any receiver
point using the following equation:

p~M !5p0inhom
~M !1E

G
m inhom~P!]n~P!G~M ,P!dG~P!

'p0inhom
~M !1(

i
m i , inhom]n~P!G~M ,Pi !DG i .

~31!

Calculations obtained using this new boundary-element
method~Meteo-BEM! are compared~see Fig. 6! to measure-
ments made above a curved concave surface, after setting a
rigid thin barrier at a distance of 4 m from the source. In Fig.
6~a! the receiver is within the shadow zone of the barrier for
downward refraction, while it was on the limiting ray of the
shadow boundary in the homogeneous case@Fig. 3~a!#. Fig-
ure 6~b! shows results obtained closer to the limiting curved
ray of the shadow boundary in the downward-refraction case.
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Figure 6~c! shows results obtained farther from the barrier. In
all cases, the agreement between the predicted and measured
levels is very good. As mentioned in the earlier paper,12 the
comparison of the results of Figs. 3 and 6 shows, in this case
of a scaled model of a practical barrier, that downward re-
fraction does not necessarily destroy the effectiveness of a
noise barrier.

V. CONCLUSION

In this paper a new method for calculating the sound
field in a medium with a sound-speed profile above complex

boundaries has been presented. First, the theory of BEM,
together with that of sound propagation in inhomogeneous
media, has been briefly reviewed. Each step of the work has
been justified and validated. The new model Meteo-BEM has
been derived, using results from the two theories. Finally, in
order to validate this innovative approach, comparisons have
been made with experimental results. The case of a rigid,
thin noise barrier under downward refraction has been stud-
ied. The results prove that a BEM can be adapted to complex
atmospheric sound propagation problems using an appropri-
ate Green’s function, and gives good agreement with experi-
mental data. This approach might be interesting in other ar-
eas, such as underwater acoustics. This attempt to use non-
‘‘classical’’ Green’s functions should be kept in mind when
dealing with boundary-element methods for any kind of
problem.

This new method allows the sound field in a medium
with a sound-speed profile above an uneven impedance
ground to be calculated provided that the nonflat part of the
terrain is included in the integration domains of formulas
~2!–~6!. The influence of different shapes of the diffracting
sound barriers, combined with meteorological effects, on the
acoustic field is going to be studied. Further validation with
more realistic configurations~finite impedance of the ground,
for instance! is in progress. Investigations are also required
to provide insight into the physical phenomenon of imped-
ance discontinuity in the presence of refraction. In addition,
further work is in progress using the power of the parabolic
equation to predict range-dependent propagation in condi-
tions of both downward and upward refraction. Other inves-
tigations are also being pursued with other inhomogeneous
models, such as the residue series for upward refraction, or
FFP for both situations.
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Procedures for constructing wide-angle propagators that attenuate evanescent modes in parabolic
equation~PE! models of underwater sound propagation are examined. In this context, two new
split-step Pade´ approximations to exponentiated square-root operators are proposed. The first
method involves a propagator derived from a Pade´ approximant of a square-root operator that has
been rotated in the complex plane while the propagator of the second method is obtained from a
complex coefficient rational approximation of the square-root operator. Numerical evidence
confirms that these proposed methods yield improved behavior compared to previously suggested
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I. INTRODUCTION

One-way propagation procedures are routinely used for
solving parabolic equations~PEs! relevant to underwater
acoustics~see, e.g., Ref. 1 and references therein!. An im-
portant issue that arises for higher-order PE calculations
based on Pade´ approximations2,3 is the proper treatment of
evanescent energy for the forward-propagating field. Such
contributions are typically quite small and propagate at steep
angles to the computational boundary where they can be re-
moved by absorbing boundary conditions. In certain cases,
however, evanescent fields can contribute to numerically un-
stable solutions, for example, if conversion occurs between
evanescent and forward-propagating waves in rapidly vary-
ing refractive index profiles. Further, the evanescent modes
of vector fields may possess complex propagation constants
that lead to divergences after a sufficiently long propagation
distance.4 Evanescent effects are even more pronounced in
reflection calculations where evanescent modes can be con-
verted directly into propagating modes by the backward
propagation operator.

The source of the numerical instabilities associated with
evanescent modes with complex propagation constants can
be traced to the analytic behavior of the real Pade´ approxi-
mation forA11X employed in finite-difference propagation
algorithms. In fact, the analytic structure of the standard
Padéapproximant of the square-root operator, whose coeffi-
cients are constructed from simple analytic formulas, reflects
that of the exact square-root operator with a branch cut taken
to lie along the negative real axis, assuming ane2 ivt time-
dependence. Physical forward-propagating modes that sat-
isfy the proper boundary conditions at infinity possess propa-
gation constants that lie along the positive imaginary axis. At
infinite Pade´ order, the Pade´ approximant maps the real part
of X to the real axis while modes with imaginary propagation
constant components infinitesimally different from zero are
mapped to points along either the positive or negative imagi-
nary axis. At finite Pade´ order the branch cut is replaced by

poles along the lineX,21 which impart uncontrollably
large real and rapidly varying imaginary components to val-
ues of X6 i« with small «.0 close to the pole positions.
Since the complex modes of vector fields appear in pairs
with eigenvalues that differ only in the sign of their imagi-
nary propagation constant component, this behavior will lead
to rapidly diverging propagating fields if a complex propa-
gation constant with a negative imaginary part is located
close to a pole.

The first attempt to address the problems associated with
evanescent fields in underwater sound propagation was made
by Wetton and Brooke,5 who employed a first-order rational-
linear approximation toA11X with complex coefficients to
restore stability to a vector PE formulation derived for propa-
gation in elastic media.6 This procedure was subsequently
generalized by Collinset al.,7–10 who provided several nu-
merical techniques for generating higher-order complex Pade´
approximations. These methods are based on nonlinear
search procedures and can be difficult to implement at high
Padéorder ~in our experience forn.7). However, a least-
squares procedure11 was later proposed that requires only the
solution of a linear problem for a set of coefficients. The
multiplicative factors appearing in the partial fraction expan-
sion of the propagator are then given in terms of the roots of
a polynomial formed from these coefficients. With this im-
proved method, Dacolet al.12 obtained an accurate@12/14#
rational Pade´ approximation in a finite-difference implemen-
tation of the self starter13 that suppresses both the source
function singularity and unwanted evanescent spectral com-
ponents. Unfortunately although all such treatments yield
propagation constants for evanescent modes with a positive
imaginary component, ensuring that these modes are damped
during propagation, the calculated damping rate is unphysi-
cal.

To address these issues, Milinazzoet al.14 introduced an
alternative procedure for handling evanescent modes—
although it is limited somewhat by a fundamental trade-off
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between the accuracy with which the evanescent modes are
modeled and the accuracy of the propagating part of the
spectrum. In this approach, the analytic behavior of the Pade´
approximant is altered so that its branch cut will be posi-
tioned along the line212Xeiu with u, 1

2p instead of being
located alongX,21 with X real. Mapping the principal
branch,~the negative real line! of the square-root operator in
this fashion only requires that a simple algebraic transforma-
tion be applied to the Pade´ coefficients for the real problem.
For any nonzero value ofu, the square-root operator then
maps the lineX,21 onto the positive imaginary axis. Un-
fortunately, the error of such a transformation along the real
axis can be significant since the Pade´ expansion of the
square-root operator is performed atX50, but the real line is
rotated in the complex plane to211(11X)e2 iu before this
expansion is performed. As a result, for appreciable values of
u, a much higher-order Pade´ approximant is required com-
pared to theu50 case in order to maintain the same level of
accuracy nearX50. An additional problem with this rotation
method, as we will demonstrate below, is that the resulting
expression necessarily introduces divergences into the expo-
nentiated propagator at any Pade´ order. The origin of these
divergences is associated with the rapid variation that occurs
close to each pole in the finite-order Pade´ representation of
A11X for X,21. Since certain poles are located close to
the real axis near the pointX521, regions of the real line
with X slightly larger than21 may be mapped into the nega-
tive imaginary half-plane. In practical calculations, however,
the effects of these divergences are usually removed by ab-
sorbing boundary conditions since they are generally con-
fined to grazing angles near1

2p.
An alternative to Milinazzoet al.’s procedure, based on

the Pade´-type approximants of Brezinski,15 was put forward
by Lu.16 This method is equivalent to first constructing the
continued fraction expansion of the square-root operator,
which is straightforward, and then terminating this expansion
after its 2nth term with a purely imaginary value. Writing
the resulting expression as a partial fraction yields an excel-
lent approximation to the square-root operator that addition-
ally possesses a uniformly positive imaginary part.

Recently, Lingevitch and Collins17 investigated the pos-
sibility of rotating the Pade´ approximation to the full propa-
gation propagator in the complex plane as opposed to simply
rotating the exponent of this operator. Their results indicate
that satisfactory accuracy can again be achieved in this man-
ner at sufficiently high Pade´ order. However, our subsequent
analysis indicates that this method exhibits intrinsic diver-
gences that are suppressed but not eliminated at high ap-
proximation order.

In this paper, we introduce two further procedures
for rotating high-order PE propagators that properly treat
the decay of evanescent fields. These are derived from
the observation18 that a real @n/n# Padé approximant to
exp(2d1dA11X) is equivalent to first performing an@n/n#
approximant toY5A11X and then applying an@n/n# ap-
proximant to exp(2d1dY). By extension, an@n/n# Padéap-
proximant to the full propagator can be obtained by first
rotating the@n/n# Padéapproximant to the square-root op-
erator and then performing an@n/n# Padéexpansion of its

exponential—although in this case the result now differs
from the corresponding rotated@n/n# approximant of the full
exponential operator. We show that such a procedure is not
only simple to implement, but leads to either improved ac-
curacy for evanescent fields~in the case of the Milinazzo
et al. rotation! or a propagator that is entirely free of spurious
divergences~starting instead with the Lu recursion!. Exten-
sions of this result could be used to design additional fami-
lies of rotated propagators with more specialized properties.

II. FIELD EQUATIONS

We consider one-way propagation equations in two di-
mensions~ranger, depthz) that are derived from the evolu-
tion equation19

c~r 1Dr ,z!5exp~2d1dA11X!c~r ,z!, ~1!

for a depth-dependent medium characterized by sound speed,
density, and absorption profilesc(z), r(z), and a(z), re-
spectively. Hered5 ik0Dr , k05v/c0 , andX is given by

X5N2211k0
22r

]

]z S r21
]

]zD , ~2!

where N(z)5c0@11 ia(z)#/c(z). For an e2 ivt time-
dependence, the pressurep is related toc via

p~r ,z!5c~r ,z!
expik0r

Ak0r
. ~3!

In the absence of reflection effects, the discrete version of
Eq. ~1! together with appropriate boundary conditions yields
an exact numerical solution of the discretized one-way
propagation problem.

A. Wide-angle propagators

The evaluation ofA11X appearing in Eq.~1! requires
knowledge of the relevant eigenvalues and eigenfunctions of
the operatorX. Provided that some residual error associated
with field components that propagate nearly transversely to
the r-axis can be tolerated, however, sound propagation can
be determined more readily using wide-angle equations de-
rived from approximations toA11X. Wide-angle equations
based on Pade´ approximations are energy-conserving and do
not account for the decay of the physical evanescent fields
associated with the exact propagator.

Standard wide-angle formalisms are generally derived
from one of two procedures. The first of these is based on the
@n/n# Padéapproximation toA11X given by2,20

Y5A11X'11(
j 51

n

~11bj ,nX!21aj ,nX, ~4!

where the coefficientsaj ,n andbj ,n have the analytic form

aj ,n5
2

2n11
sin2

j p

2n11
, ~5!

bj ,n5cos2
j p

2n11
. ~6!

For smalld, a @1/1# Padéapproximant with respect tod can
be applied to the exponential propagation operator, yielding
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c~r 1Dr ,z!5exp~2d1dY!c~r ,z!

'~12 1
2d1 1

2dY!21~11 1
2d2 1

2dY!c~r ,z!. ~7!

The propagator in Eq.~7! can be recast using partial fractions
to yield

c~r 1Dr ,z!5c~r ,z!1(
j 51

n

c j~r ,z!

5c~r ,z!1(
j 51

n

~11bj ,n8 X!21aj ,n8 Xc~r ,z!. ~8!

Because each partial fieldc j (r ,z) involves a@1/1# Padéap-
proximant operating on the same total fieldc(r ,z), Eq. ~8!
can be solved in parallel by assigning a separate processor to
each term in the sum. In two dimensions, the numerical
evaluation of Eq.~8! simply involves the multiplication and
inversion of the tridiagonal matrix representation of the op-
eratorX.

An alternate formalism that admits larger values ofd for
a given level of accuracy is obtained by applying an@n/n#
Padéapproximation with respect toX directly to the exact
exponential propagation operator.3 This generates a propaga-
tor of the form18

exp~2d1dY!'@11Gn* ~d,X!#21@11Gn~d,X!#, ~9!

in which * denotes complex conjugate. Forn52, Eq. ~9! is
given explicitly by

G2~d,X!5
g2,1~d!X1g2,2~d!X2

c2~d!
, ~10!

with

c2~d!5d223, g2,1~d!5 1
4d

31 1
2d

22 3
4d2 9

4,
~11!

g2,2~d!5 1
48d

41 1
16d

32 1
16d

22 27
16d2 27

16.

This equation can also be obtained by applying a@2/2# ap-
proximation to the square-root operator followed by a@2/2#
Padéapproximation to the resulting exponential function.

The above expression forG2 is observed to contain
powers ofd up to fourth order. In fact, the corresponding
expression forGn contains powers ofd up to ordern2. As a
result, the analytic form of the propagator is algebraically
cumbersome forn.3. However, we have found previously
that thenth order counterpart of Eq.~10! can be obtained
numerically by applying first an@n/n# Padéapproximation
with respect toX to the square-root operator as in Eq.~4! and
then an@n/n# Padéapproximation with respect tod of the
resulting exponential propagator.18

B. Rotated Padé approximants

The Pade´ approximants given in the preceding section
incorrectly describe the exponential decay of the physical
evanescent modes during forward propagation as given by
the exact one-way propagator of Eq.~1!. Indeed, the coeffi-
cients in both the Pade´ approximations Eq.~4! and Eq.~9!
are explicitly real. Accordingly, the real line is mapped onto
itself yielding zero evanescent mode attenuation. As noted
above, however, a potentially even more serious source of

error is that these Pade´ approximations possess poles at cer-
tain negative values ofX,21. Near these values, the Pade´
approximant to the square-root operator varies between6`.
Thus certain evanescent modes propagate with propagation
constants of the same order as those of actual physical
modes, providing an obvious source of error in calculations
of modal field distributions or modal weights. Additionally,
as is often the case for two-component vector fields, the op-
eratorX may itself possess positive imaginary eigenvalues. If
one of these eigenvalues is located in the complex plane
close to a pole of the Pade´ propagator, the propagator may
transform the imaginary part of the eigenvalue into a large
positive quantity which can lead to a very rapid divergence
as the field is propagated.

To avoid this difficulty, Milinazzoet al.14 rotated the
argument of the square-root operator, namely 11X, by e2 iu

in the complex plane before a standard Pade´ approximation
aboutX50 is applied. To correct for the effects of this ro-
tation, the resulting expression for the square-root approxi-
mation is rotated back byeiu/2. By this procedure, Milinazzo
et al. obtained the rotated Pade´ approximation

A11X5eiu/2A11X8'eiu/21eiu/2(
j 51

n
aj ,nX8

11bj ,nX8
, ~12!

where X85211(11X)e2 iu and the coefficientsaj ,n and
bj ,n are given in Eq.~5! and Eq.~6!, respectively.

The standard Pade´ approximation in Eq.~4! has a branch
cut along the real axis forX,21. In contrast, the rotated
Padéapproximation in Eq.~12! has a branch cut along the
ray X5211sei (p1u) ~with s.0) in the complexX plane.
This ensures that eigenvalues with propagation constants
near the negative real axis will be mapped onto the upper
half plane upon application of the square-root operator. In
the limit of infinite Pade´ order, the rotationu5 1

2p yields the
correct physical positions of the evanescent mode propaga-
tion constants.

The Milinazzoet al. procedure, while simple to imple-
ment, does introduce two sources of error. First, because the
Padéapproximant is effectively applied in the direction of a
ray that is rotated from the real axis, its accuracy for a given
Padéorder along the real line segmentX.21 ~correspond-
ing to the physical propagating modes! is less than that ob-
tained for the unrotated approximant. Second, while the un-
rotated Pade´ approximant maps the real line onto the real
line by virtue of all its coefficients being real, the introduc-
tion of complex coefficients for the rotated Pade´ approxi-
mant does not preserve the location of the real line in the
propagating region of the spectrum (X.21). As a result, a
certain fraction of the proper modal acoustic field compo-
nentsc i with Xc i.21 have positive imaginary parts and
undergo damping with range.

Although the magnitudes of these imaginary parts can
be made arbitrarily small by increasingn, modes that are
amplified with range as a result of the analytic structure of
the rotated Pade´ approximant will generally be induced in
the propagating field as a result of numerical errors. As a
result, the field will eventually diverge at large ranges unless
this spurious amplification is counteracted by a physical or
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artificial absorber. In underwater sound applications, the re-
quired damping is often effected with absorbing or radiating
boundary conditions since the divergences occur primarily at
steep grazing angles for the associated field components and
interact with the boundary many times over a short propaga-
tion distance. To remove the singularities completely while
preserving accuracy atX50 ~corresponding to a field with
propagation constantk0), eiuX can be substituted forX at the
same time thatc0 is assigned the smallest sound speed in the
waveguide. The effective propagation constants are then
bounded by unity so that the propagation constants of all
modes except the one with wave numberk0 will develop a
small positive imaginary part proportional to the magnitude
of X. Evanescent modes accordingly decay to varying de-
grees even in the case thatX has positive imaginary eigen-
values, as long asu is chosen sufficiently large. While
simple to implement, the drawback of this technique is that
all propagating modes become slightly damped so that trans-
mission losses cannot be evaluated precisely. A similar con-
cept, as detailed below, is to employ a modified continued
fraction expansion together with a complex rotation. How-
ever, as the modified continued fraction expansion yields a
very small imaginary contribution away from the vicinity of
X50, the success of such a procedure for a particular choice
of algorithmic parameters is difficult to predict in advance.

To circumvent the above difficulties, an alternate proce-
dure for addressing the evanescent behavior ofA11X has
been proposed by Lu.16 Using the Pade´-type approximants of
Brezinski,15 Lu’s method derives from the observation that
the standard continued fraction expansion for the Pade´ ap-
proximant of f (X)5211A11X can be obtained from the
rational recursion

f i 11~X!5
X

21 f i~X!
~13!

supplemented by the initial conditionf 050. The@n/n# diag-
onal Pade´ approximant forA11X is then given bygn(X)
5 f 2n(X)11 which, when expressed as a partial fraction, is
identical toY of Eq. ~4! with coefficients given by Eq.~5!
and Eq.~6!. On the other hand, replacingf 050 in Eq. ~13!
with the initial conditionf 05 ib (b.0) results in a ‘‘modi-
fied Pade´ approximant.’’16 In this case, the firstn21 deriva-
tives of the resulting approximation forgn(X) can be shown
to agree with the equivalent derivatives ofgn(X) obtained
using a zero initial condition. As well, both sequences ap-
proach the same function asn→`. The reason for this be-
havior becomes clear if we write down a few steps of the
continued fraction expansion for the caseX51 and f 05 i ,

f 1~1!5
1

21 i
, ~14!

f 2~1!5
1

211/~21 i !
5

21 i

512i
, ~15!

f 3~1!5
1

21~512i !/~21 i !
5

512i

1215i
. ~16!

The coefficients ofi in the numerator and denominator
of each successive expression are the same as the numerator

and denominator that are obtained by settingi 50 in the
preceeding expression. As a consequence, the sequence
f i(1), i 51,2, . . . , isguaranteed to approachf (1)5A221
as i→`. Similar considerations apply as well for general
values ofX. In fact, it can be shown that the imaginary parts
of all even-order continued fraction approximations tof (x)
are always greater than zero while the imaginary parts of the
odd approximations are instead less than zero. Consequently,
a propagation operator based on the even-order approximants
will be free of divergences. However, as the modified Pade´
type approximant differs little from the real Pade´ approxi-
mant, except, of course, for arguments close to the poles of
the real approximant along the negative real axis, it does not
give correct values for the complex propagation constants of
the evanescent modes.

A variant of the Milinazzoet al. approach was consid-
ered by Lingevitch and Collins17 who applied a rational ap-
proximation directly to the rotated propagator along the lines
of Eq. ~9!. That is, writing the exponentiated square-root
operator as

exp~dA11X!5exp~deiu/2A11X8!, ~17!

with X85(11X)e2 iu21, yields

exp~2d81d8A11X8!511(
j 51

n

~11Aj ,n8 X8!21Bj ,n8 X8,

~18!

whered85deiu/2. Subsequently,X8 is reexpressed in terms
of X to construct the final expression for the propagator. We
note that Eq.~18! continues to hold ifu is complex. The
additional degree of freedom afforded by assigning a small
imaginary component tou can improve the accuracy of the
results nearX'21 by a factor of 2.

We now propose two new procedures for constructing
rotated Pade´ approximants to the exponentiated operator that
offer improved accuracy over the entire spectrum ofX. In the
first procedure, a Pade´ or partial fraction expansion is ap-
plied to the propagator after first rotating and then expanding
the square root operatorY5A11X in partial fractions. That
is, representing a branch cut rotation byR$•% and a Pade´
expansion byP$•%, our first method can be written in sym-
bolic form as

expdY'P$expQ1~Y!%, ~19!

in which Q1(Y)5P$dR$Y%%. For zero rotation, this proce-
dure yields a result identical to that obtained if a Pade´ ex-
pansion is applied directly to the exponential of the square-
root operator, cf. Eq.~9! which is P$expd$Y%%. The two
methods differ, however, once a rotation is applied. In par-
ticular, rotating the square-root operator in isolation ensures
that its poles lie~for a 1

2p rotation! as near as possible to the
positive imaginary axis, which improves the accuracy of the
resulting approximation in the exponentially decaying region
of the spectrum. This accuracy, however, is obtained at the
expense of the propagating part of the spectrum, which ad-
ditionally contains propagation constants for which the mag-
nitude of the propagator is slightly greater than unity. Even
at small Pade´ order ~e.g., n<3), we have found that for
moderate propagation step sizes (k0Dr'1) the magnitude of
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the error introduced by the Pade´ expansion of the propagator
in Eq. ~19! is far smaller than the error introduced by the
rotated and expanded square-root approximation to the exact
square-root operator, i.e.,Q1(Y).

The above limitation can be overcome to a large extent
by our second procedure, which consists of applying a Pade´
or partial fraction expansion to the propagator formed from a
modified Pade´ approximant to the square-root operator. That
is, representing the modified Pade´ expansion byPM$•%, we
implement the operations denoted by

expdY'P$expQ2~Y!%, ~20!

where Q2(Y)5dPM$Y%. Since the imaginary part of the
modified Pade´ approximant is everywhere positive, the ex-
ponential of d5 ik0Dr times this expression is less than
unity for all propagation constants. For long range propaga-
tion, the essential requirement in most applications is stabil-
ity and accuracy in the propagating part of the spectrum. As
a result, our second procedure should be nearly optimal in
many practical contexts. It should also be noted that, as in
our first procedure, the main source of error in the approxi-
mation of Eq.~20! for moderate step sizes results from ap-
plying the modified Pade´ approximant toA11X.

The methods we have introduced possess one additional
degree of freedom compared to previous techniques, namely,
the Pade´ order used for the square-root operator may differ
from that employed to expand the propagator. For example,
to enable large range-step sizes (k0Dr @1), it may be con-
venient to combine a high-order Pade´ expansion of the
propagator with a low-order Pade´ expansion of the square-
root operator. This option is appropriate for the small grazing
angles of interest in long range propagation with absorbing
or radiating boundary conditions. In this case, the long range
behavior of the propagator is determined principally by the
accuracy of the high-order propagator expansion for larged
and not by the intrinsic accuracy of the Pade´ approximant
employed for the square-root operator. By adapting the Pade´
expansion orders of the square-root and exponential in this

manner to the underlying features of the propagation prob-
lem, the computational effort can be optimized for any re-
quired level of numerical accuracy.

III. NUMERICAL RESULTS

In this section, we compare three Pade´-type approxi-
mants to the exact one-way propagator expiA11X that are
obtained usingn55 andk0Dr 51. Althoughudu is generally
chosen far larger in realistic PE applications, the valued
5 i provides a convienient illustration of our technique. The
expressions that are used in these comparisons are: LC, the
Padéapproximant of Lingevitch and Collins17 for a rotation
angle ofu5 1

4p, YT1, the Pade´ approximant to the propaga-
tor obtained using the first method of this paper for a square-
root operator rotated by14p—which leads to results that
clearly differentiate between the various approaches—and
YT2, the Pade´ approximant to the propagator obtained using
the second method of this paper based on the modified Pade´
approximant obtained using Eq.~13! initiated with f 05 i .
The comparisons are presented in Figs. 1–3. Note that the
range ofX is different in each of the three figures.

In Fig. 1, we observe that both the LC and YT1 propa-
gator approximations touexpiA11Xu have nearly the same
accuracy in the evanescent region of the spectrum (X
,21). On the other hand, the YT2 approximant yields

FIG. 1. Comparison of Pade´ approximants to the exact propagator

uexpdA11Xu for d5 i , n55, u5
1
4p and25,X,5. LC is the method of

Lingevitch and Collins; YT1 is the Pade´ approximant of rotatedA11X
followed by a Pade´ approximant to the resulting propagator; YT2 is the
modified Pade´ approximant ofA11X followed by a Pade´ approximant to
the resulting propagator.

FIG. 2. Comparison of Pade´ approximants for the quantity21

1uexpdA11Xu for d5 i , n55, u5
1
4p, and20.9,X,20.6. The legends

have the same meaning as in Fig. 1.

FIG. 3. Comparison of Pade´ approximants for the quantityu21

1expdA11Xu for d5 i , n55, u5
1
4p, and21,X,4. The legends have

the same meaning as in Fig. 1.
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completely incorrect results for the damping constants of the
evanescent modes~although the evanescent energy is still
suppressed!. As discussed above, the two former methods
would be preferable in calculations in which a correct de-
scription of the short range behavior of the field is required.

The trade-off between the relative accuracy between the
evanescent and propagating parts of the spectrum is evident
in Figs. 2 and 3, which show the deviation of the magnitude
of the various propagator approximations from unity in the
propagating part of the spectrum (X.21). The YT2 curve
for 211uexpiA11Xu is observed to be damped over the
entire spectral region and, in particular, is very accurate in
the propagating mode regime. In contrast, both the LC and
YT1 propagators exhibit positive values for21,X,20.7
and for X.1 that may lead to numerical instabilities. The
region X.0, however, is not accessible if the reference
phase speed is chosen to correspond to the lowest-order
mode of the waveguide. Further, modes withX'21 gener-
ally travel at very steep propagation angles and repeatedly
reflect from the computational window boundary over a
short propagation distance. As a result, the application of
absorbing boundary conditions will often remove diver-
gences associated with such spectral components.

Overall, it is evident that, especially in the evanescent
region, a split-step Pade´ procedure based on a Pade´ approx-
imant of the rotated square-root operator~YT1! is somewhat
more accurate than a split-step Pade´ procedure derived from
direct rotation of the entire exponential operator~LC!. In the
propagating region of the spectrum, however, the accuracy
of both of these methods is far less than that associated with
a split-step procedure based on the modified Pade´ approxi-
mation to the square-root operator~YT2!. On the other hand,
the latter technique is completely inaccurate in the evanes-
cent region of the spectrum. Consequently, the choice of an
optimal procedure is highly problem-dependent.

IV. CONCLUSIONS

This paper has analyzed and extended procedures for
generating rotated Pade´ approximants of one-way propaga-
tors. The results of our investigation indicate that a funda-
mental trade-off exists between accurately representing the
spectrum and suppressing divergences in the propagating re-
gion on the one hand and minimizing the error in the eva-
nescent spectral region on the other. Thus methods that very
accurately describe the evanescent part of the field can ex-
hibit large errors and have regions of positive imaginary
components in the propagating part of the spectrum~al-
though the resulting divergences are generally removed
through appropriate boundary conditions!. Conversely, tech-
niques that accurately resolve the propagating modes and
that are free of artificial divergences generate substantial er-
rors in the evanescent spectral region, although they do gen-
erally ensure that evanescent modes always decay during
propagation. In our estimation, the vast majority of propaga-
tion problems require only modest accuracy in the evanes-
cent part of the modal spectrum, since these modes are usu-
ally removed by absorbing boundary conditions. Further,
except for certain nonlocal formulations~e.g., Refs. 21,22!,

the numerical boundary conditions are themselves inexact
and thus provide an additional unphysical damping to the
evanescent modes. Instead, propagation methods should pos-
sess a high degree of accuracy in the propagating part of the
spectrum to handle long propagation ranges, especially for
modes with effective refractive indices near the reference
refractive index~i.e.,X'21). Thus expressions obtained by
expanding the exponential of the uniformly damped Pade´-
type approximant to the square-root operator appear optimal
for field propagation.

In contrast, scattering problems, such as those involving
reflection from rough surfaces, require far greater accuracy
in the evanescent part of the spectrum, as evanescent modes
can be coupled into backward-propagating modes upon re-
flection. At the same time the intrinsic stability of the method
is far less critical, since the longitudinal distances over which
the reflected field is evaluated are generally either zero or
relatively small compared to the ranges over which the field
diverges. Here the preferred procedure is to first rotate the
square-root operator by a sufficiently large angle such that
the effects of the discrete pole structure which replace the
rotated branch cut on the evanescent spectrum is small, and
then to perform a Pade´ approximant to the exponential of the
result. While a rotated Pade´ approximant for the full propa-
gator be employed as well, the resulting accuracy appears to
be somewhat less than that associated with the exponentiated
rotated square-root operator at an identical Pade´ order.
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In this paper the complex-image method is used to efficiently approximate the half-space Green’s
function for acousto-elastic propagation. This approximation is valid for both the near and far fields
and hence should be very useful in scattering codes.@S0001-4966~00!01712-4#
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I. INTRODUCTION

Many of the standard approaches to computing the scat-
tered field from objects near or on the seabed~or methods
which can be modified to account for the seabed!, e.g.,
boundary integral equation methods~BIEM!,1 finite element
methods~FEM!,2 and wavefield superposition methods,3 in-
volve the computation of the appropriate half-space Green’s
function. This Green’s function must be computed for many
different source/receiver pairs, possibly involving very near
field ~singular!, far field, and moderate~in terms of wave-
lengths! distances. Thus it is important to have a computa-
tionally efficient method for computing this Green’s func-
tion, which is accurate for all distance regimes.

In this paper we investigate the efficient computation of
the wave number integral representation of the Green’s func-
tion. In particular, we will investigate the complex-image
representation as outlined for electromagnetic problems in
Refs. 4–6. This approach is straightforward in the case of the
seabed being a fluid; if the shear velocity is included in the
seabed the approach is a little more complicated, but still
very accurate and efficient.

II. THEORY

We start with the wave number integral representation
for the acousto-elastic Green’s function, with the source and
receiver in the upper fluid half space,

G~r ,z;r 50,zs!5
eikD

4pD
1

1

2p E
0

`

J0~hr !R~h!
eig~z1zs!

2ig
hdh,

~1!

whereD[Ar 21(z2zs)
2 and g[Av2/c22h2. For the rest

of the paper we will only consider the wave number integral,
yielding the reflection term. It is important to note that the
integral depends only on the two parametersr and z1zs .
Thus one way to efficiently compute the Green’s function,
when a large number of evaluations will be required, is to
compute this integral~or its derivatives! for a specified range
of r andz1zs on a sufficiently fine grid, with a subsequent
look-up and interpolation algorithm. We will investigate a
more analytical approach in this paper. However, the look-up
table approach, either alone or combined with other repre-
sentations for some domains, could be considered.

The branch cut ofg in Eq. ~1! is chosen so that it has a
positive imaginary part. The reflection coefficientR(h) is
defined as

R~h!5
r2G~h!g12r1g2

r2G~h!g11r1g2
, ~2!

wherer1 is the density andg1 is the compressional vertical
wave number of the upper half space and similarly forr2

andg2 . For a fluid lower half spaceG(h)[1; otherwise,

G~h![~122h2/b!214g2h2gs /b2, ~3!

whereb[(v/cs)
2 for cs the shear speed in the bottom;gs is

the shear vertical wave number in the bottom. We also use
the identity that

eikD

4pD
5

1

2p E
0

`

J0~hr !
eig~z2z8!

2ig
hdh. ~4!

Taking z852zs1 ia ~i.e., a complex image point for the
true source locationzs!, then Eq.~4! becomes

eikD

4pD
5

1

2p E
0

`

J0~hr !
eig~z1zs!

2ig
egahdh, ~5!

or, more generally, we can write for a sum of sources

(
j 51

N

aj

eikD j

4pD j
5

1

2p E
0

`

J0~hr !
eig~z1zs!

2ig (
j 51

N

aje
ga jhdh, ~6!

where

D j[A~x2xs!
21~y2ys!

21~z1zs2 ia j !
2. ~7!

From Eqs.~6! and ~1!, it can be seen that ifaj and a j are
determined so that

(
j 51

N

aj exp~g~h!a j !'R~h!, ~8!

then the corresponding sum of complex-source points will
accurately approximate the wave number integral. Thus the
problem of approximating the wave number integral has
been reduced to that of fitting a sum of complex exponentials
to R(h).

To improve the numerical behavior of the wave number
integral forh→` we note that in the fluid caseR(h)→(r2

2r1)/(r21r1). For the elastic case,R(h)→1. Denoting
these limiting values asR` we can write for Eq.~1!,
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G~r ,z;r 50,zs!5
eikD

4pD
1R`

eikD1

4pD1
1

1

2p E
0

`

J0~hr !

3~R~h!2R`!
eig~z1zs!

2ig
hdh. ~9!

The integrand in Eq.~9! should approach zero ash→`.
It is interesting that for the elastic case, as the shear

speed in the bottom approaches zero, then we would expect
to achieve the fluid limit. However, from above, the elastic
limit R` is not the same as the fluid limit. This implies that in
the case of low shear speed that although the singular behav-
ior is described byR`51, the integral must produce a nearly
singular term which accounts for the difference between the
fluid and elastic singular terms. In the elastic case there is
one more additional singularity to remove from the wave
number integral; this is the pole corresponding to the
Scholte7 wave. In particular, we wish to determine the value
of h such that

V~h!5r2G~h!g11r1g250, ~10!

whereR(h)5N(h)/V(h). For the example of this paper this
pole,h* , occurs forh slightly larger thanv/cs . The residue
at this pole yields the term

S~r ,z!5H0~h* r !
N~h* !

2g~h* !
V8~h* !h* eig~h* !~z1zs!. ~11!

In order to derive this expression, the half-infinite integral of
Eq. ~9! is written in terms of an integral from2` to `,
involving the Hankel functionH0(hr). Then the Scholte
pole in the upper-half of the complex plane yields the ex-
pression of Eq.~11!. It should be noted that the term
exp@ig(h* )(z1zs)# is highly evanescent and will only be sig-
nificant for z1zs'0.

The question arises as to how to best handle the Scholte
singularity. The best approach we have found is to fit expo-
nentials to the spectrum with the asymptotic constant,R` ,
subtracted out but with the Scholte pole contribution left in;
however, we do a weighted fit with the weighting approach-
ing zero as the Scholte pole is approached. In particular we
use the weighting

w~h!512expF2S u~h2h* !u
10 D 2G . ~12!

An efficient method of fitting exponentials to data is by
using Prony’s8 method. This method can be used in the fluid
case. At the start of the wave number integral,h50 and
g in5v/cp ; at the end of the wave number integralg f

5 iAhmax
2 2(v/cp)

2. We compute R̃(gk) for gk5g in1(k
21)D where

D5
g f2g in

2N21
. ~13!

It is possible using Prony’s method to uniquely determineN
values ofaj and a j from the 2N values ofR̃(g). The lin-
early varying values ofg correspond to a curved contour in
the complex-h domain. The values (aj ,a j ) may provide an
adequate fit to the wave number integrand or they may be
used as starting values of a nonlinear fit to the data.

For the elastic case, where the spectrum is over a large
part of theh domain and where we use a weighted fit to
nullify the effects of the Scholte pole, the Prony approach is
not very appropriate. In order to improve the Prony estimates
in the fluid case, or in the elastic case to estimate the expo-
nentials, we use a nonlinear optimization method. In particu-
lar, we compute the Jacobian matrix for the derivatives of the
functional

F~a!5 (
n51

N

ur n2 f n~a!u2wn , ~14!

with respect to the real and imaginary parts of the parameter
vector a which includes the unknown complex amplitudes
and exponents. Herer n are the given reflection coefficient
values along the real-h axis ~perhaps shifted by a small
imaginary amount!, f n are the computed values using the

FIG. 1. A comparison of the exact reflection coefficient~with the asymptotic
constant subtracted! with fitted exponentials. The wave number coordinate
is normalized byv/1500. The seabed parameters arecp51700 m/s and
r51.5 g/cm3.

FIG. 2. A comparison of the exact reflection coefficient~with the asymptotic
constant subtracted! with fitted exponentials. The wave number coordinate
is normalized byv/1500. The seabed parameters arecp53000 m/s and
r52.5 g/cm3.
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values of the parametersa, andwn are the weightings. With
the Jacobian matrix, we use the Levenberg–Maquardt9

method of optimization. We found that with one or two ini-
tial estimates of the parameter vector we would obtain con-
vergence. For the elastic case, there seemed to be a false
minimum to which the solution could converge. However,
by trying various initial estimates a good fit was always ob-
tained.

III. NUMERICAL EXAMPLES

A. Fluid half space

In this example we first consider a fluid half space,
cp51500 m/s andr51 g/cm3 overlying a half space with
cp51700 m/s andr51.5 g/cm3. There is an attenuation
of 0.5 dB/l in the bottom and the frequency considered is
2 kHz. For the optimization technique, the reflection
coefficient R(h) was computed for 301 values along the
real-h axis ~displaced by20.01i ! between h50 and h
52k0 (k0[v/1500). The complex exponential parameters
were obtained by first applying Prony’s method and then
refining these estimates with several iterations of the nonlin-

ear optimization algorithm. In Fig. 1, we show the wave
number integrand along the realh-axis with R` subtracted
off and the resulting fits using two, three, and ten exponential
terms. The values ofa and the amplitudes for the two- and
three-term fits are

a1520.43120.476i , a1520.18910.308i ,

a2520.89410.703i , a2520.34610.951i ,

and for the the three-term case,

a1520.28320.308i , a1520.12710.249i ,

a2521.2010.173i , a2520.32410.788i ,

a350.31520.052i and a3520.28111.75i .

As can be seen the fit is very good for the two- and
three-term cases and almost exact for the ten-term case. We
computed the ten-term fit to illustrate that the method does
not become unstable as more terms are considered. However,
the convergence rate of the optimization technique seems to
be poorer for large numbers of parameters. In Fig. 2 we show
the results for a faster seabed~cp53000 n/s andr52.5

FIG. 3. The two-dimensional range-generalized depth (z1zs) reflected
pressure field for~top! the exact reflection coefficient and~bottom! two-term
exponential expression with asymptotic term.

FIG. 4. A comparison of the exact pressure field along the linez1zs5x
with that computed by the three-term exponential expression for~a! the near
field and~b! the far field.

2793 2793J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 J. A. Fawcett: Half-space acousto-elastic Green’s function



g/cm3!. Here the fit has been carried out tok/k053. Once
again, the fits are excellent.

The values ofai and a i determined by the fit are then
used in the expression,

pexp~r ,z!5R`

eikD0

4pD0
1(

j 51

N

aj

eikD j

4pD j
, ~15!

where

D0[A~x2xs!
21~z1zs!

2

and

D j[A~x2xs!
21~z1zs2 ia j !

2.

The exact wave number expression with theR` term
analytically added in is used to compute the pressure field for
a 535-m square. The real part of this field is shown in Fig.
3~a! for the seabed withcp51700 m/s andr51.5 g/cm3. The
depth coordinate is the generalized depthz1zs . In other
words, there is no specific source or receiver depth in these
computations; it is their sum which is the important param-
eter. In Fig. 3~b! the corresponding values, as computed us-
ing the expression of Eq.~15! with N52 is shown. As can
be seen the two sets of results are very similar in appearance.
The fields become singular forr→0 andz1zs→0; also, it is
interesting to note that the wavefronts are not spherical in
appearance for small values ofr andz1zs . To further em-
phasize the agreement between the exact and approximate
results, we show in Fig. 4~a! a line plot of the real part along
the line z1zs5r for distance values along this line of be-
tween 0 and 8 m and in Fig. 4~b! for distance values between
92 and 100 m. It can be seen here that the agreement be-
tween the exact and approximate values is excellent for both
small and large values of distance.

B. Elastic half space

We now consider the problem of approximating the re-
flection response of an elastic half space. For this example
we take the lower half space to have a compressional speed
of 2000 m/s~attenuation of 0.2 dB/l! and a shear speed of

500 m/s~attenuation of 0.4 dB/l!. The density is 1.8 g/cm3.
In Fig. 5 we show the reflection coefficient modulus as a
function of wave number; in order to include the shear wave
number and beyond it is necessary to consider wave numbers
3k0 (k0[v/1500) and larger~we consider up to 10k0!. The
contribution from the Scholte pole is evident. The location of
this pole, the zero of the functionV(h) @i.e., the denominator
in the expression forR(h)# is determined using Newton’s
method. In this example the pole is located ath* 528.4796
10.205i or in terms ofk0 , h* 5(3.4010.0245i )k0 .

We now fit a three-term exponential model to the spec-
trum with the asymptotic term (R`51) subtracted off and
the weighting going to zero near the Scholte pole. The re-
sulting values forak andak are given by

a1520.79410.941i , a1520.22010.694i ,

a2520.40121.06i , a2520.12410.0441i ,

a3520.76210.526i and a3520.042710.0286i .

The approximate reflection curve computed by the three-
term exponential expression is shown in Fig. 5; the fit passes
smoothly through the Scholte pole.

FIG. 5. A comparison of exact reflection coefficient~with the asymptotic
constant subtracted! with fitted exponentials.

FIG. 6. The two-dimensional range-generalized depth reflected pressure
field for ~top! the exact reflection coefficient and~bottom! three-term expo-
nential expression with asymptotic term and Scholte residue.
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As in the fluid case we now compute the pressure field
in a 535-m square and display its real part in Fig. 6. For this
computation we add in the residue termS(r ,z) of Eq. ~11! to
model the Scholte wave behavior. This term is incorrect for
r→0 ~it is incorrectly singular!; to include this term we
weight it with the factor (12exp@2(r/s)2#) where s50.8
3ls , with ls the shear wavelength. This term goes to zero
asr→0 and approaches unity forr greater than a few shear
wavelengths. As can be seen in the two panels of Fig. 6, the
agreement between the exact and approximate computations
is excellent. The highly oscillatory behavior of the pressure
fields along the linez1zs50 is due to the Scholte wave
which is only evident for values ofz1zs very near zero. To
further emphasize the agreement, a line plot for the real parts
of the fields alongz1zs50 is shown in Fig. 7. The agree-

ment between the exact and approximate computations is
excellent.

IV. SUMMARY

We have demonstrated that for fluid–fluid and fluid–
elastic half-space problems the Green’s function can be ac-
curately approximated by a few complex images~and possi-
bly a term representing the Scholte wave! for small,
moderate, and large values of source/receiver separation. The
determination of the complex-image positions and ampli-
tudes involves a nonlinear optimization procedure which is
straightforward to implement. In the future we hope to utilize
these Green’s function representations in modeling scattering
from objects on or near the seabed.
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A linear theory of wave propagation in saturated, unconsolidated granular materials, including
marine sediments, is developed in this article. Since the grains are unbonded, it is assumed that the
shear rigidity modulus of the medium is zero, implying the absence of a skeletal elastic frame. The
analysis is based on two types of shearing, translational and radial, which occur at grain contacts
during the passage of a wave. These shearing processes act as stress-relaxation mechanisms, which
tend to return the material to equilibrium after the application of a dynamic strain. The stress arising
from shearing is represented as a random stick-slip process, consisting of a random succession of
deterministic stress pulses. Each pulse is produced when micro-asperities on opposite surfaces of a
contact slide against each other. The quantity relevant to wave propagation is theaveragestress
from all the micro-sliding events, which is shown to be a temporal convolution between the
deterministic stress,h(t), from a single event and the probability,q(t), of an event occurring
between timest and t1dt. This probability is proportional to the velocity gradient normal to the
tangent plane of contact between grains. The pulse shape function,h(t), is derived by treating the
micro-sliding as a strain-hardening process, which yields an inverse-fractional-power-law
dependence on time. Based on two convolutions, one for the stress relaxation from translational and
the other from radial shearing, the Navier–Stokes equation for the granular medium is derived. In
a standard way, it is split into two equations representing compressional and shear wave
propagation. From these wave equations, algebraic expressions are derived for the wave speeds and
attenuations as functions of the porosity and frequency. Both wave speeds exhibit weak,
near-logarithmic dispersion, and the attenuations scale essentially as the first power of frequency. A
test of the theory shows that it is consistent with wave speed and attenuation data acquired recently
from a sandy sediment in the Gulf of Mexico during the SAX99 experiment. If dispersion is
neglected, the predicted expressions for the wave speeds reduce to forms which are exactly the same
as those in the empirical elastic model of a sediment proposed by Hamilton. On this basis, the
concept of a ‘‘skeletal elastic frame’’ is interpreted as an approximate, but not equivalent,
representation of the rigidity introduced by grain-to-grain interactions. ©2000 Acoustical Society
of America.@S0001-4966~00!01112-7#

PACS numbers: 43.30.Ma, 43.30.Xm@DLB#

LIST OF SYMBOLS

a radius of circle of contact between grains
A vector potential
c0 compressional wave speed in equivalent suspen-

sion
cp compressional wave speed in saturated granular

medium
cs shear wave speed in saturated granular medium
d depth beneath seawater-sediment interface
d0 reference depth in sediment
D root-mean-square~r.m.s.! roughness of mineral

grain
E spring constant in Maxwell element
Eg Young’s modulus of mineral grains
hp(t) radial ~compressional! material impulse response

function ~MIRF!
Hp( j v) Fourier transform ofhp(t)
hs(t) translational~shear! material impulse response

function ~MIRF!

hs( j v) Fourier transform ofhs(t)
j A21
m translational~shear! stress-relaxation exponent
n radial ~compressional! stress-relaxation exponent
N porosity of granular medium
p(t) acoustic pressure
q(t) probability density function
t time
tp radial stress-relaxation time constant
ts translational stress-relaxation time constant
ug mean grain diameter
u0 reference grain diameter
v particle velocity
x,y,z Cartesian coordinates
ap attenuation coefficient of compressional wave in

saturated granular medium
as attenuation coefficient of shear wave in saturated

granular medium
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bp loss tangent of compressional wave in saturated
granular medium

bs loss tangent of shear wave in saturated granular
medium

gp compressional rigidity coefficient
gs shear rigidity coefficient
Gp normalized compressional rigidity coefficient
Gs normalized shear rigidity coefficient
D density fluctuation
hs translational~shear! stress-relaxation coefficient
u strain-hardening coefficient
ug Poisson’s ratio for mineral grains
k0 bulk modulus of equivalent suspension
kg bulk modulus of mineral grains
kw bulk modulus of pore fluid

lp radial ~compressional! stress-relaxation coeffi-
cient

mp radial ~compressional! stress-relaxation modulus
ms translational~shear! stress-relaxation modulus
j0 residual viscosity of thin pore-fluid film between

asperities
j(t) coefficient of strain-hardening dashpot in Max-

well element
rg density of mineral grains
r0 bulk density of saturated granular medium
rw density of pore fluid
s internal stress
x stress in Maxwell element
c scalar potential
v angular frequency

I. INTRODUCTION

In 1956 Biot published two distinguished papers1,2 on
the propagation of stress waves in a porous elastic solid con-
taining a compressible viscous fluid in the pore spaces. An
example of such a material is a water-saturated sedimentary
rock. The mineral grains in a rock are strongly bonded to-
gether to form an elastic matrix, or skeletal frame. Like any
other elastic solid, the consolidated skeletal frame obeys
Hooke’s law. In fact, Biot begins his analysis with the stress
tensor for the Hookean elastic forces acting on the frame.
Later in his development, two coefficients emerge, the famil-
iar Lamé constants of elasticity theory. One of these, the
shear modulus, is a measure of the rigidity of the medium,
which supports the propagation of a rotational, or shear,
wave. Biot also showed that the relative motion between the
pore fluid and the skeletal frame leads to two compressional
waves, designated dilatational waves of the first and second
kind, or colloquially as the ‘‘fast’’ and ‘‘slow’’ wave. Usu-
ally the slow wave is very heavily attenuated, making it dif-
ficult to detect experimentally.

In a series of papers, culminating in a monograph,3 Bi-
ot’s theory has been adapted by Stoll in an attempt to de-
scribe wave propagation in a saturated, unconsolidated ma-
rine sediment. Unlike a rock, the mineral particles in such a
sediment are unbonded. To some extent, the grains are mo-
bile, and recent evidence indicates that, in dry sands at least,
the packing arrangement evolves slowly in time due to the
presence of a propagating wave.4 Moreover, the stresses in
an unconsolidated granular material under compression ap-
pear to run through the medium along random pathways,
known as force chains.5 These pathways of high stress fol-
low routes through the medium where the grains are in tight
contact. Elsewhere, the grains are looser and the stress is
lower.

Such behavior indicates that, unlike a rock, the un-
bonded mineral grains in an unconsolidated granular material
do not form a macroscopic elastic skeletal frame. The pri-
mary forces within the unconsolidated medium arise from
grain-to-grain interactions. Such interactions give rise to the
force chains. In the presence of a wave, grain-to-grain shear-
ing occurs, driven by the velocity gradient across the grain

contacts. In this sense, the unconsolidated granular medium
is more like a viscous fluid, where the shear flow is driven by
the velocity gradient normal to the flow, rather than an elas-
tic solid in which the stress-strain relationships are governed
by Hooke’s law.

If the material possesses no elastic skeletal frame, the
Biot theory, including Stoll’s adaptations of it, does not pro-
vide an appropriate theoretical basis for describing wave
propagation in an unconsolidated granular medium. An alter-
native approach is needed which addresses explicitly the
forces associated with grain-to-grain shearing. Recently,
such a treatment was developed by Buckingham and pub-
lished in two articles, hereafter referred to as I6 and II.7

Although the mathematical formalism describing wave
propagation in an unconsolidated sediment is established in I
and II, the treatment is inductive rather than deductive. For
instance, the relationship presented in I and II between inter-
nal stress and rate of strain is not deduced from a specific
physical mechanism, and the general form of the Navier–
Stokes equation used in the analysis is not derived in the
original papers but is merely stated, largely by analogy with
wave propagation in a viscous fluid.

The purpose of the present article is to rectify these de-
ficiencies. Central to the argument is a stochastic treatment
of intergranular shearing, based on a random ‘‘stick-slip’’
process. Each ‘‘slip’’ is a microscopic, stress-relaxation
event between micro-asperities, which are separated by a
very thin film of interstitial fluid~seawater!. Recent develop-
ments in tribology8 have established that thin aqueous films,
less than about ten molecular diameters thick, exhibit an ef-
fective viscosity which is considerably higher than the vis-
cosity of the bulk fluid and which increases rapidly as the
force compressing the contact grows. It is proposed that, in a
saturated granular medium, the viscosity of the lubricating
fluid film between micro-asperities increases as the slip
progresses, a phenomenon known as strain hardening.9 In a
granular medium, strain hardening makes a microscopic
shearing event more difficult to sustain as the sliding contin-
ues.

The wave properties that derive from the random stick-
slip, strain-hardening model are similar to those observed
experimentally in saturated marine sediments. Since relative
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motion between the pore fluid and the mineral grains is not
included in the model, only one dilatational wave emerges
from the theory~no slow wave is predicted!, and interest-
ingly, the new grain-shearing mechanism introduces rigidity
into the medium, which weakly supports a rotational wave.
Both the dilatational and the shear wave exhibit weak, near-
logarithmic dispersion and an attenuation that scales, over
many decades, essentially as the first power of frequency.

Before developing the model and deriving the properties
of the dilatational and the shear wave, some recent experi-
mental observations on unconsolidated granular media are
reviewed. As noted by Jaegeret al.,10 a ~dry! granular mate-
rial behaves differently from a solid, a liquid, and a gas, even
though it may possess some of the properties of each. They
even suggest that it represents an additional state of matter in
its own right. Similar comments could be made about a satu-
rated unconsolidated granular material, not only in connec-
tion with its mechanical behavior but also its wave proper-
ties.

II. FORCE CHAINS

In a recent series of laboratory experiments on dry sand,
Nagel and colleagues4,5,11–14found that granular media ex-
hibit unique properties, most if not all of which are a result
of grain-to-grain interactions. In particular, they observed
that the stress in a sand pile tends to concentrate along ran-
dom pathways passing through the points of contact between
grains. By using a system of crossed polarizers, Liuet al.5

were able to visualize the elongated regions of relatively
high stress~see their Fig. 1!, which they refer to as force
chains.

Acoustic waves within the granular medium tend to
propagate along the force chains. Since more than one force
chain may connect an acoustic source and receiver buried in
the medium, interference may occur between waves propa-
gating along each of the force-chain pathways, giving rise to
a received signal that fluctuates strongly with changing fre-
quency~as illustrated in Fig. 3 of Liu and Nagel4!. The ex-
perimental findings suggest that the contacts between min-
eral grains are very fragile. A minuscule mechanical
disturbance to the arrangement of the grains causes a sub-
stantial change in the level of the received signal, behavior
that Nagel and co-authors attribute to the shifting of the
packing structure, and hence the force chain pathways, in
response to a very small applied strain.

Even the presence of a propagating, small-amplitude
wave introduces sufficient strain to alter the medium on a
microscopic level. As a result, the level of the received signal
from a single-frequency source slowly evolves in time, con-
tinually making excursions about its average value as the
wave itself modifies the random arrangement of the grains in
the host material. This evolutionary behavior is illustrated in
Fig. 1~a! of Liu and Nagel,4 which shows a time series, last-
ing approximately 8 h, of the received signal level from a
4-kHz, constant-amplitude source. Fluctuations in the level
of the signal arrival can be seen to occur over a wide range
of time scales.

The continuous evolution of the amplitude fluctuations
suggests that, during the passage of the wave, intergranular

shearing occurs continuously. Each microscopic grain-to-
grain shearing event leads to a new realization of the me-
dium, which differs almost imperceptibly from the previous
realization. Since the changes are cumulative, the packing
structure of the grains after a long transmission may be sig-
nificantly different from the original arrangement. A sum-
mary of the experiments and conclusions from Nagel’s group
can be found in a recent article on waves in granular media
by Nagel and Jaeger.15

Variability in the wave properties of granular materials
is observed, not only in the laboratory, but also in wave data
collected from the seabed. Using their ISSAMS frame,16–18

Richardson and colleagues have performed numerousin situ
measurements of compressional and shear waves in uncon-
solidated marine sediments. In one of their recent experi-
ments in medium sand in the Gulf of Mexico, they observed
strong fluctuations19 in the received signal from a frequency-
modulated~chirp! source. These fluctuations are much like
those seen in Liu and Nagel’s4 Fig. 3. As in the laboratory
experiments, interference between arrivals that propagated
along two or more force-chain pathways would appear to be
a plausible explanation for the origin of the fluctuations in
the in situ measurements.

III. WAVE PROPERTIES OF UNCONSOLIDATED
SEDIMENTS

Spot-frequency measurements of wave attenuation in
sediments exhibit considerable scatter, possibly due partly to
the slow evolution of arrival amplitudes. Consequently, most
authors adopt a statistical approach when reporting attenua-
tion data. Thus Hamilton,20,21 Wood and Weston,22 and
Bjørnø,23 have reported measurements of the average attenu-
ation of the compressional wave as a function of frequency
in unconsolidated marine sediments. Over limited frequency
ranges, they all found that the attenuation scales asf s, where
the indexs is close to unity.

This linear scaling with frequency is exemplified in Fig.
1, which shows a compilation of compressional wave attenu-

FIG. 1. Compilation ofin situ data showing compressional wave attenuation
as a function of frequency in sands. The solid line is a least-squares fit of a
frequency power law to the data.
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ation data for saturated sands. The data points in the figure
are from tables in Hamilton,20,21 Richardson,18 Ferlaet al.,24

and Rajan et al.,25 and from Fig. 4 in McCann and
McCann.26 All the data points in Fig. 1 were collectedin situ
and are representative of the sediment just beneath the sea
floor. No data from laboratory measurements, or from deep
in the sediment, or from materials other than sand, appear in
Fig. 1. The solid curve in Fig. 1 is a power-law, least-squares
fit to the data, which varies asf 0.992. The near-linear scaling
of the attenuation with frequency,f, is clearer in Fig. 1 than
in some of Hamilton’s plots, which superimpose data from
all types of sediment~sands, silt/sands, silts, and clays!, data
takenin situ and under laboratory conditions, and data taken
at great and shallow depths.

In a recent survey article, Bowles,27 in his Fig. 1, plotted
a compilation of data showing compressional wave attenua-
tion as a function of frequency in fine-grained sediments,
mostly muds, clays, and turbidites. Over a frequency range
extending from 10 Hz to 500 kHz he found that the attenu-
ation exhibits a near-linear scaling with frequency: his best
power-law fit to the data varies asf 1.12.

No published,in situ measurements are known on the
frequency dependence of the shear wave attenuation in
sands. Laboratory measurements of shear wave attenuation
in a water-saturated medium sand, from Table II in Brunson
and Johnson,28 are shown in Fig. 2~a!. The solid line, varying
as f 1.11 and passing through the data points, is a least-squares
fit of a frequency power law to the data. Although Brunson
and Johnson28 themselves suggest otherwise, the shear at-
tenuation data appear to exhibit a near-linear scaling with
frequency over the bandwidth~0.45 to 7 kHz! of the experi-
ment.

Brunson29 found similar behavior for the attenuation of
the shear wave in water-saturated, sorted glass beads. Figure
2~b! shows the data from his Table 2, along with a least-
squares fit of a frequency power law varying asf 1.06. Curi-
ously, Brunson29 interpreted the measurements in Fig. 2~b!
as showing ‘‘evidence of viscous attenuation due to fluid-to-
grain relative motion.’’ This unfortunate statement, which
has been accepted at face value in at least one review
article,30 does not appear to be consistent with the data in
Fig. 2~b!. These shear attenuation data can be seen to exhibit
a near-linear dependence on frequency over a band from 1 to
20 kHz.

A medium with an attenuation that essentially scales
with frequency should, according to the Kramers–Kronig re-
lationships, exhibit near-logarithmic dispersion.31–36 The
level of the dispersion is proportional to the loss tangent~or
inversely proportional to theQ! of the material and, for the
compressional wave in a typical sand, is in the region of
1.5% per decade of frequency. This is too low to be detected
in many experiments, even under laboratory conditions.

Nevertheless, several investigators have attempted to de-
tect the frequency dependence of the compressional wave
speed in sand.20,37,38All concluded that dispersion, if present
at all, is very weak. In a more recent laboratory experiment,
Wingham39 observed logarithmic dispersion at a level of ap-
proximately 1% per decade in a medium sand over a fre-
quency range between 100 and 350 kHz. Although this band-

width is limited, Wingham’s observation is not inconsistent
with the Kramers–Kronig requirement for a material with an
attenuation that scales linearly with the frequency.

In a critical discussion of the published experimental
evidence on frequency dispersion in sands and sediments,
Hamilton20 concluded that ‘‘velocity dispersion is negligible
or absent in water-saturated sediments.’’ He was also of the
opinion that wave attenuation in marine sediments is domi-
nated by grain-to-grain interactions, which is consistent with
the observations of force-chains in dry sands by Nagel and
colleagues. Viscous losses associated with the relative move-
ment of the pore fluid through the mineral structure, the pri-
mary dissipation mechanism in the Biot theory, were consid-
ered by Hamilton20 to be negligible. He based this
conclusion on the fact that the velocity dispersion is negli-
gible, which would not be the case if viscous dissipation
were significant.

A secondary piece of evidence indicating that viscous
flow has little effect on wave propagation was reported by

FIG. 2. Laboratory data showing the attenuation of the shear wave as a
function of frequency and a least-squares fit of a frequency power law.~a!
Saturated medium sand, data from Brunson and Johnson~Ref. 28!. ~b! Satu-
rated glass beads, data from Brunson~Ref. 29!.
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Wyllie et al.40 They found that the speed of compressional
waves through water-saturated glass beads remained un-
changed as the permeability was varied by a factor of 4.6
3104. This insensitivity to the permeability implies that
relative motion between the viscous pore fluid and the un-
bonded mineral grains is insignificant.

If the flow of pore-fluid between grains is negligible, the
slow wave predicted by the theory of Biot1,2 and its modifi-
cations by Stoll3 should be extremely weak, if not absent
altogether. A steadily accumulating body of experimental
evidence indicates that this is indeed the case. Despite sev-
eral attempts to detect it under controlled laboratory
conditions,41–46 the slow wave in unconsolidated, saturated
granular media has never been observed.~The slow wave has
been detected in aconsolidatedporous medium consisting of
lightly fused glass spheres!.45,46

Hamilton’s20 contention that grain-to-grain interactions
largely determine the properties of waves in unconsolidated
granular media is supported by the fact that the compres-
sional and shear wave speeds show a pronounced depen-
dence on grain size. Experimental data, compiled from a
number of published sources and showing the functional de-
pendence of compressional and shear wave speeds on grain
size, are plotted, respectively, in Fig. 8 in I and Fig. 5 in II.
Similar grain-size data, acquired using the ISSAMS frame,
have been presented by Richardson,18 who fitted empirical
curves to the experimental points using a regression analysis.

Not all the published evidence is unequivocal in sup-
porting grain-to-grain interactions as being responsible for
the wave properties of saturated granular materials. For in-
stance, Simpson and Houston44 recently reported laboratory
measurements of the dispersion and attenuation of the com-
pressional wave in a fine-to-medium sand over the frequency
range 4 to 100 kHz. Their acoustic source was in the water
column above the sediment and a single hydrophone buried
in the sand was moved systematically from run to run to
form a synthetic-aperture receiver array. The attenuation was
found to vary approximately asf 0.61, a slope that is some-
what slower than would be expected from grain-to-grain in-
teractions. Dispersion, on the other hand, was not evident in
the sound-speed data, which is consistent with a grain-to-
grain argument.

It is quite possible that more than one mechanism is
responsible for the wave properties of saturated, unconsoli-
dated granular media. Nevertheless, from the weight of ex-
perimental evidence that has accrued over the years, it is
difficult to avoid the conclusion that grain-to-grain interac-
tions play an important role in characterizing wave behavior
in these materials. The remainder of the paper is devoted to
developing a model of grain-to-grain shearing, which, as will
be shown, gives rise to many of the observed properties of
waves in unconsolidated sediments.

IV. THE MODEL

It is assumed that the unconsolidated, saturated granular
material consists of mineral grains of essentially uniform
size, that there are no large inclusions such as shell frag-
ments that would act as scattering centers, that there is no gas
in the pores, and that the wavelength is considerably longer

than the size scale of the grains and pore spaces. Taking the
grain boundaries as orientated randomly throughout, the me-
dium is treated as statistically homogeneous and isotropic.
Boundary reflections are assumed to be negligible. No skel-
etal mineral frame is included in the analysis, that is to say,
the elastic rigidity modulus of the medium is taken to be
zero. ~The elasticity of the mineral grains themselves is not
neglected.! In effect, the granular medium is treated as a fluid
in which the stress-strain relationships are governed by
shearing at the embedded grain contacts. It is implicit in
these assumptions that only intrinsic attenuation is addressed
in the model. Phenomena such as high-frequency scattering
from individual grains are excluded from the analysis.

By treating the medium as a homogeneous continuum, it
is implicit that relative motion between the viscous pore fluid
and the mineral grains is neglected in the model. This is the
‘‘closed system’’ of Gassmann47 in which the pore fluid does
not circulate between grains under the influence of the very
low stress from a propagating wave. The absence of viscous
flow through the pore spaces has several consequences, the
most obvious being that the model does not lead to a slow
wave of the type that emerges from the Biot theory. Another
is that the predicted wave properties are independent of the
permeability, the tortuosity, and the structure factor, which in
the Biot–Stoll treatment characterize the fluid flow between
the grains. In the grain-shearing theory, the material param-
eter which governs the wave properties is the porosity, which
is commonly reported along with the wave properties of un-
consolidated granular materials.

Central to the theoretical development is the shearing
that occurs at grain contacts during the passage of a wave.
On a microscopic level, the contacts themselves are taken to
be at discrete high points, that is, at micro-asperities on the
nominally smooth surface of the grains. Each such micro-
contact is assumed to be lubricated by a very thin layer of
pore fluid. When sliding occurs at one of these points of
contact, the drag opposing the motion is not due to dry fric-
tion, but to the effective viscosity of the thin lubricating fluid
film, which may be considerably higher than the viscosity of
the bulk fluid.

The model is statistical in the sense that many micro-
asperities contribute randomly in time to the shearing. An
ensemble average over all the shearing events provides the
basis for determining the relationship between stress and
strain in the medium. This relationship turns out to be a
convolution integral, one term of which is a material impulse
response function, or MIRF. In fact, two MIRFs appear in
the analysis, corresponding to the two types of shearing that
can occur between grains. In effect, a MIRF is the stress
relaxation that occurs in the material in response to a step-
function strain or, equivalently, an impulse of strain rate.

The stress-strain convolutions appear in the Navier–
Stokes equation of motion, which splits into two equations,
one for compressional and the other for transverse distur-
bances. Both are genuine wave equations, implying that
grain shearing introduces rigidity into the medium, and the
rigidity supports a shear wave. Dissipation is also associated
with grain shearing, which gives rise to an attenuation in
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both waves that scales essentially as the first power of fre-
quency.

V. GRAIN-BOUNDARY SHEARING

Since shearing between grains is central to the model, it
is important to consider how such shearing may occur. Fig-
ure 3~a! is a schematic of two identical elastic spheres in
light contact. The spheres are an idealization of contiguous
mineral ~often quartz! grains in a sediment. When a static
force, F, is applied normal to the tangent plane of contact,
the grains are pressed together, local elastic deformation oc-
curs, and a small circle of contact is formed@Fig. 3~b!#. In a
sediment, the forceF may be identified with the overburden
pressure.

During the passage of a wave, a small, dynamic, elastic
deformation takes place in the vicinity of the contact in ad-
dition to the static deformation illustrated in Fig. 3~b!. The
result of the dynamic deformation is relative motion~shear-
ing! between the two grains. The shearing relieves the stress
produced by the wave and tends to restore equilibrium be-
tween the grains. Two types of shearing may occur: transla-
tional shearing and radial shearing, illustrated in Figs. 3~c!
and ~d!, respectively.

Under translation, the grain centers are displaced rela-
tive to each other in a direction parallel to the tangent plane
of contact. In response to this shear strain, tangential shear

stress relaxation occurs as micro-asperities slide against one
another on the surfaces of the circles of contact. Radial
shearing occurs under compressive or tensile strain, that is,
when the grain centers are displaced in a direction normal to
the tangent plane of contact. Such normal strains produce
compressional~tensile! stress relaxation as micro-asperities
on the radials of the circle of contact slide against one an-
other. It is to be emphasized that, for typical stress waves in
a sediment, the translational and radial displacements are ex-
tremely small, corresponding to strains of 1026 or less.

In passing, it should be mentioned that if the two spheres
in Fig. 3 were smooth and of the same size, then the shearing
along the radials of the circle of contact due to compression
~tension! would be zero: the two spheres would deform iden-
tically, and no radial sliding would occur. In practice, sliding
will be present even when the spheres are of the same size
because sand grains are not perfectly smooth but are covered
with randomly distributed, microscopic asperities. Note also
that radial shearing will occur under not only positive~com-
pressional! but also negative~tensile! dynamic strains. These
positive and negative strains produce very small excursions
about the equilibrium state maintained by the overburden
pressure. Radial shearing occurs under dynamic tension be-
cause of the slight relaxation of the deformations on either
side of the contact, and under dynamic compression because
of the slight enhancement of those same deformations.

The presence of micro-asperities means that the contact
between the two spheres is not perfect. Based on recent ad-
vances in tribology,48 it is expected that many discrete points
of contact will exist, distributed randomly over the rough
surfaces of the circle of contact. A similar situation has been
described by Bengisu and Akay49 in their analysis of friction
at microscopically rough surfaces. When grain-to-grain
shearing occurs in response to a dynamic strain, stress relax-
ation occurs at the microscopic points of contact. The shear-
ing events are triggered randomly in time with a probability
that depends on the normal gradient of the strain across the
micro-contact. The resultant random sequence of discrete,
stress-relaxation pulses constitutes the mechanism by which
equilibrium between two grains is restored.

According to this picture, in the presence of a wave, as
the stress relaxation proceeds, the micro-geometry of the sur-
faces of contact changes irreversibly. After a microscopic
sliding event, the disposition of the two asperities involved is
slightly different from beforehand. These minute changes on
the circle of contact are cumulative, and are thus expected to
produce a slowly evolving grain-packing structure as wave
propagation through the medium continues. Such behavior
appears to be consistent with the stochastic properties of
waves in dry granular media observed by Nagel and col-
leagues. It seems evident that the slow evolution of the pack-
ing structure from micro-slip events could be responsible for
a changing pattern of force chains within the granular mate-
rial. The expected result would be fluctuations in the ampli-
tude of signal arrivals, much like those observed over a pe-
riod of several hours by Liu and Nagel4 and illustrated in
their Fig. 1~a!.

FIG. 3. Cross section through the centers of two contiguous, spherical,
mineral grains.~a! Touching lightly, with no elastic deformation at the point
of contact.~b! Pressed together by static overburden pressure, elastic defor-
mation occurs, creating a small circle of contact.~c! Translational shearing
due to dynamic tangential strain~horizontal black arrows! and~d! compres-
sive shearing along radials of the circle of contact~small open arrows! due
to dynamic normal strain~vertical black arrows!.
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VI. RANDOM STICK-SLIP STRESS RELAXATION

To model the stress relaxation that occurs as two grains
slide against each other, the process is represented as a ran-
dom succession of pulses. Each pulse is the deterministic
stress arising from the slippage of one microscopic asperity
past another on the circle of contact. The sliding is triggered
by the normal velocity gradient across the contact due to the
wave disturbance itself. Once triggered, the pulse amplitudes
are taken to be independent of the velocity gradient. Since
the micro-pulses of stress are the fundamental constituents of
both translational@Fig. 3~c!# and radial@Fig. 3~d!# shearing,
an identical argument applies to the two cases.

The stress relaxation associated with a particular micro-
shearing event occurring at timet50 is represented by the
pulse shape function,h(t), where, to satisfy causality,h(t)
50 for t,0. Letting tk be the time at which thekth event of
amplitudeak occurs, the total stress from the random succes-
sion of events may be written as

s~ t !5 (
k51

`

akh~ t2tk!, ~1!

where the onset times,tk , and the time-independent ampli-
tudes,ak , are random variables, all of which are taken to be
independent of one another. The summation on the right of
Eq. ~1! is known as a random pulse train.50

Within an elementary volume of the granular medium,
which is large compared with the grain size but small rela-
tive to a wavelength, many grain contacts are expected to
exist, and thus the quantity of interest in connection with the
macroscopic wave properties is the average stress over a
large number of contacts. The mean stress is derived below
as an ensemble average of the random pulse train in Eq.~1!,
following a generalized version of the argument that holds
for the more familiar Poisson process.51

Consider shearing at a single grain boundary. During an
observation interval@0,T#, the probability of a particular
micro-sliding event occurring between timest and t1dt is

ndt5K̄q~ t !dt, ~2!

whereK̄ is the average number of events in time intervalT,
andq(t) is a function of time that satisfies the condition

E
0

T

q~ t !dt51, ~3!

because the event must occur sometime during the interval
@0,T#. Note that the probability in Eq.~2! is independent of
what occurred before timet and what will happen after time
t1dt. A Poisson process would haveq(t)51/T, a constant,
and n would be the mean rate of events, that is,K̄/T. The
random stick-slip that occurs at a grain boundary is not, how-
ever, Poisson distributed, but is triggered by the velocity
gradient across the boundary at any instant,t. Thus the prob-
ability density function,q(t), is governed by the instanta-
neous magnitude of the wave field in the medium: the greater
the velocity gradient, the more likely that a slip will be trig-
gered.

To perform the required averaging of Eq.~1!, consider
the random pulse trains associated with a very large number,
M, of observation intervals, each of durationT. If p(K) is the
probability of an interval in the ensemble containingexactly
K events, then the number of such intervals isMp(K). Thus
at a fixed timet into each interval, asM→`, the average
value of the stress,sK(t), in the intervals containingexactly
K events is

sK~ t !5aKE
0

T

q~ t1!dt1¯E
0

T

q~ tK!dtK(
k51

K

h~ t2tk!

5aK(
k51

K E
0

T

q~ tk!h~ t2tk!dtk

5aKKE
0

T

q~ tk!h~ t2tk!dtk , ~4!

where the overbar denotes an ensemble average, andaK is
the mean value of the pulse amplitudesak in the intervals
containing exactlyK events. Note that the stress-relaxation
amplitudes,ak , will all have the same sign and henceaK

Þ0. The final expression in Eq.~4! holds because the inte-
gral is independent of the indexk and hence may be taken
outside the summation.

Now, the average value of the stress relaxation inall the
intervals@0,T# is

s~ t !5 (
K51

`

p~K !sK~ t !5āE
0

T

q~ tk!h~ t2tk!dtk (
K51

`

Kp~K !.

~5!

The summation in the last expression is simply the mean
number of events in the interval@0,T#,

K̄5 (
K51

`

Kp~K !, ~6!

an expression which holds for any probability distribution
p(K), and hence

s~ t !5āK̄E
0

T

q~ tk!h~ t2tk!dtk , ~7!

whereāÞ0 is the mean value of the pulse amplitudes in all
the intervals@0,T#. Equation~7! is an ensemble average for
the mean stress relaxation that occurs when one grain slides
against another. Notice that the onset time,tk , of the kth
event in the random pulse train is the integration variable in
Eq. ~7!, that is to say, the distribution of the onset times has
no effect on the value of the average.

In view of the fact that the probabilityq(tk)50 for tk

,0 andh(t)50 for t,0, the limits on the integral in Eq.~7!
may be extended from2` to 1` without changing its value,

s~ t !5āK̄E
2`

`

q~ tk!h~ t2tk!dtk . ~8!

The integral on the right of Eq.~8! will be recognized as a
convolution integral, allowing the average stress to be ex-
pressed in the form

s~ t !5āK̄q~ t ! ^ h~ t !, ~9!
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where the symbol̂ denotes a temporal convolution. Equa-
tion ~9! is a generally valid result for any random pulse train
for which the probability density function isq(t) and the
pulse shape function ish(t). To proceed, it is necessary to
determine the functional forms forq(t) and h(t) that are
appropriate to grain-to-grain shearing in an unconsolidated
granular medium.

VII. THE PROBABILITY DENSITY FUNCTION, q „t …

It is clear that the difference in velocity of the two grains
on either side of the circle of contact must trigger the stick-
slip process. When boundary shearing occurs, the grain cen-
ters move relative to each other in a direction which may be
resolved into components parallel to~translational shearing!
and normal to~radial shearing! the tangent plane of contact.
Similar arguments apply to the two cases, but to be specific
we shall discuss the probability functionq(t) in the context
of translational shearing.

To establish the form ofq(t), consider for the moment
just two-dimensional motion in thex–z plane, with the plane
of the contact parallel to thex-direction, as sketched in Fig.
4. The density function,q(t), is the probability that a single
micro-shearing event will contribute to the stress relaxation
between timest and t1dt. Since each event is triggered by
the magnitude of the velocity difference across the plane of
contact, the probability that a given event occurs between
times t and t1dt is

q~ t !5
b

T Udvx~ t !

dz U, ~10!

whereb is a ~positive! constant of proportionality, and the
derivative on the right is the velocity gradient normal to the
grain boundary at timet. To account for planes of contact
that are not parallel to thex-direction,b may be replaced by
its average value,b̄, taken over the random orientation of the
slip planes,

q~ t !5
b̄

T Udvx~ t !

dz U. ~11!

By writing the velocity asvx5dx/dt, it becomes evident
that the derivative in Eqs.~10! and~11! is identical with the
rate of strain across the contact. Thus the probability of an
event occurring betweent and t1dt is proportional to the
rate of strain rather than the strain itself, which is physically
reasonable since a static strain represents a steady-state con-
dition in which no shearing could occur.

When the expression in Eq.~11! is substituted into Eq.
~9!, the average stress becomes

sxz~ t !5nāb̄Udvx~ t !

dz U^ h~ t !, ~12!

where n5K̄/T is the mean rate of sliding events and the
subscriptsxz on the left denote in the usual way the shear
stress in thex–z plane. An analogous expression holds for
radial shearing, in which case the subscriptx is replaced byz.

VIII. STRAIN HARDENING AND THE PULSE SHAPE
FUNCTION, h „t …

The pulse shape function,h(t), is a deterministic, mate-
rial impulse response function~MIRF!. It represents the time
dependence of the stress relaxation that occurs as one micro-
asperity slides against another in response to an impulse of
strain rate.

Two forces are at work when individual asperities on
opposite faces of the circle of contact slide against each
other: a conservative elastic force of deformation, and a drag
force resisting the motion@Fig. 5~a!#. The elastic force may
be represented by a simple Hookean spring. Opposing the
motion, the drag force is due to friction from the viscosity of
the thin film of pore fluid trapped between the asperities.
Viscous drag scales with the speed of sliding, and hence may
be represented by a dashpot. Since they support the same
stress, the spring and the dashpot should be connected in
series@Fig. 5~c!# to represent the micro-shearing, a combina-
tion which is sometimes known as a Maxwell element.9 Usu-
ally, a Maxwell element is employed to represent the elastic
or plastic behavior of a macroscopic sample of the material

FIG. 4. Shearing of contiguous grains due to the velocity gradient normal to
the plane of contact. The micro-asperities~small solid hemispheres! on the
circle of contact are not to scale.

FIG. 5. ~a! AsperitiesA andÁ shearing against each other~not to scale! on

the circle of contact. A thin film of pore fluid is shown betweenA andÁ. ~b!
Equivalent Maxwell element consisting of a Hookean spring and nonlinear,
strain-hardening dashpot in series.
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of interest but, in the present instance, it serves as an equiva-
lent mechanical model of the micro-sliding between indi-
vidual asperities on the circle of contact.

In its simplest form, the coefficients of the spring and
dashpot in the Maxwell element are constants, in which case
the MIRF, h(t), would decay exponentially in time. Such
behavior, however, is not characteristic of the stress relax-
ation that occurs in granular media. The physical processes
underlying the grain-to-grain interactions in granular materi-
als are still not well understood, although the subject has
received considerable attention,52–56 as summarized in a re-
view article by Deresiewicz.57 Much of this prior work ad-
dresses the contact mechanics of elastic spheres arranged in
regular arrays. A different approach is taken here, where it is
postulated that ‘‘strain hardening,’’ originating in the thin
fluid film separating two sliding asperities, may be the
mechanism that governs the properties of waves in uncon-
solidated granular media.

Strain hardening is an increase in the resistance to mo-
tion as intergranular shearing proceeds. Thus after it is trig-
gered, the shearing becomes progressively more difficult to
sustain, behavior which is represented by a time-dependent
coefficient for the dashpot in the Maxwell element in Fig.
5~b!. It is well-known that a Maxwell element in which the
dashpot hardens with time can exhibit behavior that is rep-
resentative of stress relaxation in plastic materials, as dis-
cussed in a number of contexts by Gittus.9 However, since a
granular material is not plastic, at least, not in the usual
sense, the details of the strain hardening mechanism will
differ in the two cases.

The thinness of the pore fluid sandwiched between the
asperities depicted in Fig. 5~a! could be responsible for strain
hardening in the granular medium. It is known that the prop-
erties of aqueous solutions confined in a very thin layer~sev-
eral molecular diameters thick! between solid surfaces are
significantly different from those of the bulk material.8 In
particular, the effective viscosity of a thin fluid film can be
much higher than the viscosity of the bulk fluid, and the
effective viscosity increases as the film is squeezed
harder.48,58 This may be what happens as the asperitiesA,Á
in Fig. 5~a! slide against each other.

Before sliding begins, the two asperities are effectively
pinned~the ‘‘stick’’ part of ‘‘stick-slip’’ !. On being triggered
into slipping, the contact between the two asperities will al-
ways become tighter, because of the overburden pressure,
and the effective viscosity of the lubricating fluid film will
increase, giving rise to the condition of strain hardening. In
terms of the Maxwell element in Fig. 5~b!, the strain hard-
ening is represented by allowing the coefficient of the dash-
pot, j(t), to be an increasing function of time. Since the
stress in such a dashpot is neither in phase nor in quadrature
with the strain, the element is not purely dissipative, as it
would be if the coefficient were constant. In fact, the strain-
hardening dashpot is nonlinear, with cross-coupling between
different Fourier components in the stress-strain relationship,
and hence the Maxwell element in Fig. 5~b! does not obey
the principle of superposition.

The coefficient of the spring in the Maxwell element is
taken to be a constant,E, representing the compressibility of

the asperitiesA,Á and the fluid film between them. It should
be noted that, although the compressibility of the bulk pore
fluid is considerably greater than that of the mineral grains,
the situation may be reversed for the molecularly thin film of
pore fluid between asperities. As discussed by Granick,8 such
thin fluid films are highly incompressible. Thus as indicated
in Fig. 5~b!, the predominant factor governing the spring
constantE may actually be the elasticity of the mineral as-
perities rather than the compressibility of the pore fluid sepa-
rating them.

Be that as it may, the solution for the stress in the Max-
well element in response to a step-function strain,«, applied
at t50 will provide an expression for the MiRFh(t). The
applied strain,«, is governed by material properties alone,
that is to say, it is taken to be independent of the wave
amplitude.

Since they are in series, the stresses in the spring and the
dashpot are the same. Taking the stress at timet to be x
5x(t), then in the spring

x5E«s , ~13!

which is simply Hooke’s law, and in the strain-hardening
dashpot

x5j~ t !
d«d

dt
. ~14!

In these expressions,«s and «d , respectively, are the time-
dependent strains in the spring and the dashpot. Aftert50
the total strain,«, in the Maxwell element is just the sum of
the strains in the two components,

u~ t !«5«s1«d , ~15!

whereu(t) is the unit step function. On combining Eqs.~13!
to ~15!, the following nonlinear differential equation for the
stress,x, is obtained:

1

E

dx

dt
1

1

j~ t !
x5«d~ t !, ~16!

whered(t) is the Dirac delta function.
To solve Eq.~16! for the stress, the time-dependence of

j(t), the coefficient of the dashpot, must be specified. The
Taylor expansion of this coefficient about timet50 when
sliding begins is

j~ t !5j01
dj

dtU
t50

t1
d2j

dt2U
t50

t2

2!
1¯'j01ut, ~17!

where the zero-order term,j0 , represents the viscosity of the
fluid film before the onset of sliding, andu>0 is the strain-
hardening coefficient or, equivalently, the rate coefficient of
the drag. The linear approximation forj(t) in Eq. ~17! would
seem to be justified, given the very short time scales and
extremely small strains associated with linear wave propaga-
tion in granular media. Later, it will be shown that the theo-
retical results derived on the basis of the approximation in
Eq. ~17! agree with the available experimental data.

By employing the linear form in Eq.~17!, the solution of
Eq. ~16! is obtained, after rearranging terms, by straight-
forward integration,
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x5x0S 11
u

j0
t D 2E/u

sgn@«d~ t !#, ~18!

where

x05u«uE ~19!

is the initial value of the stress,d(t) is the Dirac delta func-
tion, and the signum function represents the arithmetic sign
of the driving rate of strain. Equation~18! states that att
501 all the strain appears across the spring, as expected
because the dashpot cannot respond instantaneously to the
input. Note that the limiting behavior of the solution in Eq.
~18! is correct: asu→0 ~i.e., as the effect of strain-hardening
is eliminated!, x reduces identically to an exponential decay
in time. When, in addition, the elasticity is removed by al-
lowing E→`, x becomes the delta function,d(t), which is
simply the impulse response of a dashpot with a constant
coefficient. The latter is, of course, representative of a purely
viscous medium.

The pulse shape function,h(t), is identified as the time-
dependent part of the solution in Eq.~18!,

h~ t !5
u

j0
S 11

u

j0
t D 2E/u

, ~20!

where the leading factor on the right has been included only
to give h(t) the dimensions of reciprocal time@the same as
the delta function,d(t)]. The mean pulse amplitude is

ā5x0

j0

u
, ~21!

and hence the time-dependence of the ensemble-averaged
stress relaxation in Eq.~12! is

sxz~ t !5x0nb̄Udvx~ t !

dz U^ S 11
u

j0
t D 2E/u

sgnS dvx~ t !

dz D
5x0nb̄

j0

u

dvx~ t !

dz
^

u

j0
S 11

u

j0
t D 2E/u

, ~22!

where the leading coefficients on the right~i.e., x0nb̄j0 /u)
are independent of the velocity gradient across the contact.
Note that the signum function in Eq.~22! has the same arith-
metic sign as that in Eq.~18!.

Since the functional form on the right of Eq.~22! repre-
sents the average stress relaxation from individual micro-
asperities sliding against one another, it holds for both trans-
lational and radial shearing. As can be seen from Eq.~22!, an
important property of the average stress is that it satisfies the
principle of superposition, and hence is strictly linear, even
though the strain-hardening Maxwell element representing
an individual component of the random succession of stress
pulses is nonlinear.

IX. TRANSLATIONAL „SHEAR… AND RADIAL
„COMPRESSIONAL … GRAIN SHEARING

The internal stress relaxation arising from both transla-
tional and radial shearing is given by Eq.~22!, with appro-
priate values for the various coefficients in the two cases. In
particular, the grain-size dependence, which appears through

the presence of the mean rate of events,n, is different for the
two types of shearing, as discussed in the Appendix. Inciden-
tally, the translational and radial shearing processes may be
thought of as being analogous to shear and bulk viscosity,59

respectively, in a viscous fluid.
For convenience in discussing the coefficients in Eq.

~22!, the expressions for the stress associated with radial
~compressional! and translational~shear! sliding are now
written separately, as follows:

szz~ t !5lphp~ t ! ^
dvz~ t !

dz
~23!

and

sxz~ t !5hshs~ t ! ^
dvx~ t !

dz
, ~24!

where the subscriptsp ands identify the associated quantity
with radial and translational shearing, respectively. The over-
bars denoting ensemble averaging have now been omitted
for brevity. Thehp,s(t) functions in Eqs.~23! and ~24! are
the material impulse response functions~MIRFs! for radial
and translational shearing,

hp~ t !5tp
21S 11

t

tp
D 2n

, ~25!

and

hs~ t !5ts
21S 11

t

ts
D 2m

, ~26!

where, from inspection of Eq.~20!, the stress-relaxation time
constants are

tp5
jop

up
, ts5

jos

us
, ~27!

and the material exponents are

n5
Ep

up
, m5

Es

us
. ~28!

Several of the scaling constants in the analysis conveniently
collapse into just two coefficients, the radial and translational
stress-relaxation coefficients,lp and hs , in Eqs. ~23! and
~24!. From comparison with Eq.~22!,

lp5xopnpbptp ~29!

and

hs5xosnsbsts . ~30!

The temporal convolutions for the radial and transla-
tional stresses in Eqs.~23! and~24!, respectively, are identi-
cal to those introduced inductively in I and II. It is also
apparent that the MIRFs in Eqs.~25! and ~26! reduce to the
inverse-time power laws used in I and II for times that are
greater than the stress-relaxation time constantstp ,ts . Since
these time constants scale with the residual viscosity of the
fluid in the film, j0 @see Eq.~27!#, which in granular mate-
rials appears to be negligible, it follows that for all time
scales of interest the inverse-time power-law form for the
MIRFs is an excellent approximation.
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The time constantstp ,ts and the exponentsn, mdefined
in Eqs. ~27! and ~28! characterize a single, deterministic
event, the sliding of one micro-asperity over another. Such
events are the building blocks of both translational and radial
stress relaxation. These constitutive events are physically in-
distinguishable in the two types of grain shearing, and there-
fore the following equalities are expected to hold:

tp5ts , ~31a!

m5n, ~31b!

and hence

hp~ t ![hs~ t !. ~32!

These equalities imply that the compressional and shear
wave properties, that is, the two wave speeds and the two
attenuations, are all causally connected. This linking imposes
a strong constraint on the predicted wave properties, which
will provide a demanding test of the grain-shearing theory.

Limited experimental evidence in support of the pre-
dicted equality betweenn and m has been presented in II.
Further evidence indicating thatn5m is presented below in
Figs. 6 and 7. However, in the interest of being explicit, the
distinctions betweentp ,ts , between n,m, and between
hp(t),hs(t) are maintained throughout the remainder of the
analysis. The identities in Eqs.~31! and~32! should be borne
in mind, however, because they will be used later in evalu-
ating the theoretical expressions for the wave speeds and
attenuations.

It will turn out that the compressional and shear attenu-
ations, respectively, scale in direct proportion to the material
exponentsn and m. According to Eqs.~28!, these~dimen-
sionless! exponents provide a relative measure of the conser-
vative and dissipative forces in the microscopic sliding pro-
cess represented by the nonlinear Maxwell element:n ~or m!
is the elastic modulus of the spring divided by the strain-
hardening coefficient of the dashpot. As strain-hardening de-
creases (n,m→`), grain sliding is facilitated and attenua-
tion rises, and as strain-hardening increases (n,m→0) grains
tend to lock together, little or no sliding can occur, and at-
tenuation approaches zero. By comparison, the compres-
sional and shear wave speeds are only weakly dependent on
n and m, and hence are relatively insensitive to strain-
hardening in the granular medium.

X. GENERALIZED NAVIER–STOKES EQUATION

To establish the equation of motion, the granular me-
dium is treated, macroscopically, as a homogeneous, fluid
continuum, which, like a viscous fluid, is capable of support-
ing a shear ‘‘flow.’’ The continuum representation is valid
for the wavelengths of interest, which are considerably
longer than the size scale of the grain structure and the pore
spaces in the material. The microscopic, randomly orientated
grain boundaries may be thought of as being embedded in
the continuum in such a way as to support the compressive
and shear stresses described by Eqs.~23! and ~24!, respec-
tively.

The assumption of homogeneity is obviously not consis-
tent with Liu et al.’s5 observations of force chains and the

associated fluctuations in wave propagation, which are ef-
fects of inhomogeneity in the medium. By treating the ma-
terial as ~macroscopically! homogeneous, smoothed wave
properties will be obtained, for instance, the average attenu-
ation as a function of frequency. Once the average behavior
has been established, the assumption of homogeneity could
be relaxed in order to investigate interference between waves
propagating along different force-chain pathways. This,
however, is beyond the scope of the present article.

To set up the equation of motion, the full stress tensor,
s, for the granular medium must be derived. The terms in
this tensor relate stress to rate of strain at a point~x,y,z! in the
three-dimensional medium. The argument is analogous to
that for a homogeneous, isotropic, viscous fluid, as discussed
by Morse and Ingard,59 except that the stress, instead of be-
ing proportional to the velocity gradient, is in the form of the
convolutions in Eqs.~23! and ~24!.

The tensor for the shear flow may be written as

FIG. 6. Theoretical dispersion in the wave speeds for the SAX99 sediment.
~a! The compressional wave and~b! the shear wave. The data points~s!
used in determining the unknown coefficients fall on the theoretical curves.
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V5S Vxx Vxy Vxz

Vyx Vyy Vyz

Vzx Vzy Vzz

D , ~33!

where the diagonal components are

Vii 5
]v i

]xi
2

1

3
div v, ~34!

and the off-diagonal components (iÞ j ) are

Vi j 5
1

2

]v i

]xj
1

1

2

]v j

]xi
5Vji . ~35!

Equations~34! and~35! represent pure shear strains with no
change in fluid content. Thus the tensorV in Eq. ~33! is a
measure of the rate at which one part of the medium slides
past another at the point (x,y,z), excluding the effects of
rotation and outflow of material from the unit volume around
~x,y,z!. The outflow has been removed by subtracting equal
parts of the divergence of the velocity,

div v5
]vx

]x
1

]vy

]y
1

]vz

]z
, ~36!

from the diagonal components of the tensor@Eq. ~34!#.
The stress tensor must include several components in

addition to the term22hshs(t) ^ V representing the transla-
tional shear between grains.@The factor of 2 is included here
to maintain consistency with the simple case in Eq.~24!.#
Clearly, the hydrostatic pressure, including the acoustic pres-
sure,p, must be added into the diagonal elements ofs. A
further term must also be included in the diagonal elements
to account for the compressive stress associated with shear-
ing along radials of the circle of contact. From Eq.~23!, the
appropriate term to be included is2lp div hp(t)^v, repre-
senting the stress relaxation arising from the rate of change
of compression.

When the acoustic pressure,p, the radial compressive
stress, and the translational shear stress are included, the
stress tensor can be written as

s5$p2lp div@hp~ t ! ^ v#1 2
3 hs div@hs~ t ! ^ v#%d i j

2hsFhs~ t ! ^ H ]v i

]xj
1

]v j

]xi
J G , ~37!

where d i j is the Kronecker delta. The hydrostatic pressure
has been neglected in Eq.~37! since it plays no part in the
wave equations. Ifhp(t) and hs(t) were set equal tod(t),
then Eq.~37! would reduce identically to the stress tensor for
a viscous fluid. This should be obvious, since the convolu-
tion of a delta function with any continuous function is the
function itself. However, with the MIRFs taking the forms in
Eqs.~25! and ~26!, the properties of the stress tensor in Eq.
~37! are significantly different from those of the stress tensor
for a viscous fluid.

If external forces such as gravity are neglected, the
equations of motion may be written as

~r01D!
dv

dt
5~r01D!F]v

]t
1~v•grad!vG52¹.s, ~38!

where r0 is the bulk density of the material andD is the
density fluctuation associated with the presence of a propa-
gating wave. On linearizing this expression, the first-order,
Navier–Stokes equation is obtained,

r0

]v

]t
52¹•s52gradp1lp grad div@hp~ t ! ^ v#

1 4
3 hs grad div@hs~ t ! ^ v#

2hs curl curl @hs~ t ! ^ v#, ~39!

where the following relationships have been used:

~¹v! i j 5
]v j

]xi
, ~40!

~v¹! i j 5
]v i

]xj
, ~41!

@¹•~v¹!# j5@grad~div v!# j , ~42!

and

@¹•~¹v!# j5@grad~div v!# j2@curl curl v# j . ~43!

Equation ~39! is the equation of motion appropriate to an
unconsolidated granular medium in which radial~compres-
sional! and translational~shear! stress relaxation is as given
by Eqs.~23! and ~24!.

XI. WAVE EQUATIONS

The wave speeds and the associated attenuations are de-
termined from the compressional and shear wave equations,
which are developed below from the Navier–Stokes equation
@Eq. ~39!#. In addition, the equation of state is required,
which for the granular medium is, to first order,

p5c0
2D, ~44!

FIG. 7. Theoretical attenuation as a function of frequency for the SAX99
sediment. The shear wave data point~s!, used in determining the unknown
coefficients, falls on the theoretical curve. The compressional wave data
point ~* ! lies about 2 dB/m above the theoretically predicted curve. The line
labeled f 1 illustrates the slope of any attenuation that scales as the first
power of frequency.
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where

c05Ak0

r0
. ~45!

Physically,c0 is the compressional wave speed that would be
observed in the absence of grain-to-grain stress relaxation,
that is, if the granular medium were a suspension with no
contact forces. Such a medium will be referred to as the
‘‘equivalent suspension.’’ The bulk modulus,k0 , of the
equivalent suspension is essentially defined through Eq.~45!.
Notice that in the limit of low frequency, because the rate of
strain is zero, the three convolutions in Eq.~39! vanish and
hence the wave properties of the granular medium are ex-
pected to be the same as those in the equivalent suspension.

The value of the wave speed,c0 , is not accessible
through direct measurement. It can, however, be evaluated
from Wood’s equation,60 that is, Eq. ~45! with the bulk
modulus,k0 , and the bulk density,r0 , given by the weighed
means

1

k0
5N

1

kw
1~12N!

1

kg
~46!

and

r05Nrw1~11N!rg . ~47!

In these expressions,N is the porosity of the granular me-
dium, kw , kg are, respectively, the bulk moduli of seawater
and of the mineral grains, andrw ,rg are the corresponding
densities. Since values for all these parameters are usually
available,c0 may be considered as known.

As an aside,N is governed by the packing arrangement
of the grains. In a typical marine sediment, the sand grains
form a random close-packing structure, which, by definition,
is the tightest random packing arrangement possible. In a
homogeneous material, the random packing is expected to
hold at all depths in the sediment, from which it follows that
N should be invariant with depth~at least, until the overbur-
den pressure becomes so great as to crush the asperities on
the grains!. Data exhibiting the depth-invariance ofN imme-
diately beneath the sediment interface have been presented
by Richardson and Briggs61 and Richardson.62 If N is invari-
ant with depth, it follows from Eqs.~46! and ~47! that the
bulk modulus and density must behave similarly.

Returning to the derivation of the wave equations, con-
servation of mass requires that

]D

]t
1r0¹•v50, ~48!

which, when combined with Eq.~44!, yields

1

c0
2

]p

]t
1r0¹•v50. ~49!

On eliminating the acoustic pressure,p, from Eqs.~39! and
~49!, by differentiating the former with respect to time, the
following equation for the velocityv is obtained:

r0

]2v

]t2 5k grad divv1lp grad div
]

]t
@hp~ t ! ^ v#

1
4

3
hs grad div

]

]t
@hs~ t ! ^ v#

2hs curl curl
]

]t
@hs~ t ! ^ v#. ~50!

According to Helmholtz’s theorem,63 any vector field,v, can
be expressed as the sum of the gradient of a scalar potential,
c, and the curl of a zero-divergence vector potential,A,

v5gradc1curl A; div A50. ~51!

On substituting the first of these expressions into Eq.~49!
and performing a straightforward separation of terms, the
following two equations are obtained:

¹2c2
1

c0
2

]2c

]t2 1
lp

r0c0
2

]

]t
¹2@hp~ t ! ^ c#

1
~4/3!hs

r0c0
2

]

]t
¹2@hs~ t ! ^ c#50 ~52!

and

hs

r0
¹2@hs~ t ! ^ A#2

]A

]t
50, ~53!

where ¹2 is the Laplacian, and the identities curl gradc
50, div curl A50, and curl curlA52¹2A have been used.
Equations ~52! and ~53!, representing, respectively, the
propagation of compressional and shear disturbances in an
unconsolidated granular medium, were stated in II but with-
out the formal derivation given above. A minor error in II in
the compressional-wave equation has been corrected in Eq.
~52!.

At first glance, the presence of the first derivative with
respect to time might suggest that Eq.~53! for shear distur-
bances is diffusionlike rather than wavelike in character.
This would, in fact, be the case ifhs(t) were a delta function,
representative of viscous dissipation. According to Eq.~53!,
shear disturbances in a viscous fluid are evanescent, decay-
ing away exponentially in time and space, which is why it is
said that shear is not supported by a fluid. Whenhs(t) is not
a delta function, however, but takes the form in Eq.~26!,
solutions of Eq.~53! exist which represent propagating shear
waves, as discussed in II. Physically, the rigidity introduced
by strain-hardening during translational shearing is the factor
responsible for the predicted shear wave.

XII. WAVE SPEEDS AND ATTENUATIONS

Expressions for the speed and attenuation of the com-
pressional and shear wave are obtained by Fourier transform-
ing the wave equations in Eqs.~52! and~53! with respect to
time. This yields the reduced wave equations

¹2C1
v2/c0

2

F11
j v

r0c0
2 $lpHp~ j v!1~4/3!hsHs~ j v!%G C50

~54!
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and

¹2Â1
v2r0

j vhsHs~ j v!
Â50, ~55!

where (C,Â,Hp ,Hs) are the Fourier transforms with respect
to time of (c,A,hp ,hs), v is angular frequency, andj
5A21. Note that the temporal convolutions in Eqs.~52!
and ~53!, representing compressive and shear stress relax-
ation, appear as products in the frequency domain@Eqs.~54!
and ~55!#. From the plane-wave solution of Eq.~54!, the
phase speed,cp , loss tangent,bp , and attenuation coeffi-
cient, ap , of the compressional wave can immediately be
written as

1

cp
5

1

c0
ReF11

j v

r0c0
2 $lpHp~ j v!1~4/3!hsHs~ j v!%G21/2

,

~56a!

bp52
cp

c0
ImF11

j v

r0c0
2 $lpHp~ j v!1~4/3!hsHs~ j v!%G21/2

,

~56b!

and

ap5
vbp

cp
. ~56c!

Similarly for the shear wave, the phase speed,cs , the loss
tangent,bs , and the attenuation coefficient,as , are, from
the plane-wave solution of Eq.~55!,

1

cs
5Ar0

hs
Re@ j vHs~ j v!#21/2, ~57a!

bs52csAr0

hs
Im@ j vHs~ j v!#21/2, ~57b!

and

as5
vbs

cs
. ~57c!

Incidentally, the loss tangents can be expressed asb
51/2Q, whereQ is the quality factor of the medium.@N.B.,
The coefficients in Eqs.~56c! and~57c! give the attenuation
of a planar pressure wave in nepers/m; they should be
doubled to give the attenuation of intensity.#

The temporal Fourier transforms of the MIRFs in Eqs.
~25! and ~26! are, respectively,

Hp~ j v!5~ j vtp!n21ej vtpG~12n, j vtp!

'
G~12n!

~ j vtp!12n ~58!

and

Hs~ j v!5~ j vts!
m21ej vtpG~12m, j vts!

'
G~12m!

~ j vts!
12m , ~59!

wherev is angular frequency andG~...,....! is the complement
of the incomplete gamma function. The approximations in
Eqs. ~58! and ~59! hold at all frequencies for whichvtp,s

!1, conditions which are satisfied in unconsolidated, satu-
rated marine sediments, where viscous effects, represented
by the time constantstp and ts , appear to be negligible.

When Eqs.~58! and~59! are substituted into the expres-
sions for the wave speeds and loss tangents, Eqs.~56! and
~57! become

1

cp
5

1

c0
ReF11

mp

r0c0
2 ~ j vtp!n1

4

3

ms

r0c0
2 ~ j vts!

mG21/2

,

~60a!

bp52
cp

c0
ImF11

mp

r0c0
2 ~ j vtp!n1

4

3

ms

r0c0
2 ~ j vts!

mG21/2

,

~60b!

ap52
v

c0
ImF11

mp

r0c0
2 ~ j vtp!n1

4

3

ms

r0c0
2 ~ j vts!

mG21/2

,

~60c!

and

1

cs
5

1

c0
ReF ms

r0c0
2 ~ j vts!

mG21/2

5
1

c0
Ar0c0

2

ms
uvtsu2m/2 cosS mp

4 D , ~61a!

bs52
cs

c0
ImF ms

r0c0
2 ~ j vts!

mG21/2

5sgn~v!tanS mp

4 D ,

~61b!

as5
uvu
c0
Ar0c0

2

ms
uvtsu2m/2 sinS mp

4 D . ~61c!

The parametersmp ,ms in these expressions are, respectively,
radial and translational stress-relaxation moduli, which are
related to the stress-relaxation coefficientslp andhs as fol-
lows:

mp5
lp

tp
G~12n! ~62a!

and

ms5
h

ts
G~12m!. ~62b!

It is evident from Eq.~60a! that one effect of these moduli is
to raise the compressional wave speed of the sediment above
the valuec0 of the equivalent suspension.

The expressions for the wave speeds and attenuations in
Eqs. ~60! and ~61! can be simplified, first by adopting the
predicted equalities in Eq.~31!, and second by amalgamating
the stress-relaxation moduli with the time constantt0[tp

5ts . Then, the speed, loss tangent, and attenuation of the
compressional wave can be written as

1

cp
5

1

c0
ReF11

3gp14gs

3r0c0
2 ~ j vT!nG21/2

, ~63a!

bp52
cp

c0
ImF11

3gp14gs

3r0c0
2 ~ j vT!nG21/2

, ~63b!
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ap52
v

c0
ImF11

3gp14gs

3r0c0
2 ~ j vT!nG21/2

, ~63c!

and for the shear wave,

1

cs
5

1

c0
Ar0c0

2

gs
uvTu2n/2 cosS np

4 D , ~64a!

bs5sgn~v!tanS np

4 D , ~64b!

as5
uvu
c0
Ar0c0

2

gs
uvTu2n/2 sinS np

4 D . ~64c!

In these expressions,gp and gs are, respectively, compres-
sional and shear rigidity coefficients,

gp5mpS t0

T D n

~65a!

and

gs5msS t0

T D n

, ~65b!

whereT is an arbitrary time that has been introduced solely
to keep terms raised to the fractional power ofn dimension-
less. It should be clear that the expressions in Eqs.~63! and
~64! are independent of the value ofT, which is conveniently
taken to beT51 s.

XIII. EVALUATION OF THE GRAIN-SHEARING
COEFFICIENTS

Equations~63! and ~64! are our final, exact expressions
for the wave speeds and attenuations in the granular medium.
It can be seen that, besides the mechanical properties of the
two constituent materials and the porosity of the granular
system, all of which may be taken as known, these expres-
sions involve just three unknown coefficientsgp , gs , andn,
which must be determined from data. Two of the coeffi-
cients, gp and gs , respectively, represent the ensemble-
averaged stresses associated with radial and translational
sliding. The third coefficient, the material exponentn, char-
acterizes the deterministic interaction between individual
micro-asperities at the contacts between grains.

To evaluate these coefficients, only three of the expres-
sions for the wave properties are required, the two wave
speeds@Eqs.~63a! and ~64a!# and the shear attenuation@Eq.
~64c!#. The fourth expression, for the compressional attenu-
ation, can then be evaluated to yield a prediction, which may
be tested against data.

It is assumed that measurements of the compressional
wave speed and attenuation are available at a spot frequency,
f p , and similarly for the shear wave at spot frequencyf s . By
forming the product of the shear wave speed and attenuation
from Eqs.~64a! and ~64c!, an expression is obtained which
involves onlyn,

cs~vs!as~vs!5uvsutan
np

4
, ~66!

wherevs52p f s . It follows thatn is uniquely specified as

n5
4

p
tan21H cs~vs!as~vs!

uvsu
J . ~67!

Note thatas in these expressions is in nepers/m, which is
obtained by dividing dB/m by 20 log10(e)58.686.

The coefficientgs may be obtained either from the
speed or attenuation of the shear wave. Taking the wave
speed in Eq.~64a!, it follows that

gs5
r0cs

2~vs!

uvsun
cos2

np

4
, ~68!

where we have setT51 s. Equation ~68! specifies gs

uniquely. The remaining parameter,gp , may now be evalu-
ated in a straightforward manner from Eq.~63a! for the com-
pressional wave speed. It is easier to do this numerically
using a simple algorithm, rather than develop a clumsy ana-
lytical solution.

Oncegp ,gs , andn have been evaluated, the expressions
in Eqs.~63! and~64! provide the full frequency dependence
for the wave speeds and attenuations. At present, a difficulty
in testing the theory is that few data sets are available in the
literature which fully characterize a sediment. The required
data are: the porosity,N, the shear wave speed and attenua-
tion at frequencyf s , and the compressional wave speed and
attenuation at frequencyf p . Often, four out of these five
parameters are reported, but usually the attenuation of the
shear wave is not available.

Recently, however, as part of an O.N.R. research initia-
tive designated SAX99, a quartz sand sediment in the north-
eastern Gulf of Mexico off the Florida Panhandle was inten-
sively investigated. Preliminary data from SAX99, including
all five parameters required for the test, have been reported
by Richardsonet al.64 The values are:N50.39 ~from elec-
trical conductivity measurements!; cp51771 m/s andap

512.7 dB/m, both at f p538 kHz; cs5129 m/s and as

530 dB/m, both atf s51 kHz. The temperature of the pore
water was 22 °C, giving rw51024.2 g/m3, kw52.388
3109 Pa, andcw51527 m/s. For quartz,rg52650 kg/m3

andkg53.3631010Pa. Thus the sound speed in the equiva-
lent suspension isc051653.4 m/s and the bulk density of the
sediment isr052015.9 kg/m3. These data~excluding ap)
yield: n50.090 14; gp52.483108 Pa; and gs51.517
3107 Pa.

Figures 6~a! and ~b! show the compressional and shear
wave speeds as functions of frequency, from Eqs.~63a! and
~64a!, respectively, for the SAX99 site. The small circles,
lying precisely on the theoretical lines, are two of the data
points that were used in determining the coefficients. For the
same site, Fig. 7 shows the compressional and shear wave
attenuations as functions of frequency, from Eqs.~63c! and
~64c!, respectively. The small circle in this figure, lying pre-
cisely on the theoretical curve for the shear attenuation, is the
third data point that was used in evaluating the coefficients.

The asterisk in Fig. 7, the measured compressional at-
tenuation, was not used in evaluating the coefficients. At a
frequency of 38 kHz, the theoretically predicted curve lies at
10.7 dB/m, about 16%~2 dB/m! below the data point repre-
sented by the asterisk. In view of the fact that the compres-
sional and shear attenuations differ by over two orders of
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magnitude, the correspondence between the predicted com-
pressional attenuation and the data in Fig. 7 is considered to
be very satisfactory. It is only fair to point out, however, that
the values of the SAX99 wave properties used to obtain the
prediction are preliminary and may be revised as the data are
examined in greater detail. This serves to emphasize the need
for more complete data sets on the wave properties of sedi-
ments.

In performing a test like that illustrated in Fig. 7 it is
important, first, to take proper account of the temperature of
the pore fluid65 and, second, to use the best available mea-
sure of porosity. Both affect the computed value ofc0 ,
which in turn influences the predicted value ofap . To illus-
trate the effect of the porosity, suppose thatN is raised by
1% from 0.39, as in the above calculation, to 0.40. Then,
with the same input wave properties, the predicted compres-
sional attenuation isap511.65 dB/m, an increase of about 1
dB/m or approximately 10%. In sandy sediments, the wave
properties are highly sensitive to the porosity.

XIV. APPROXIMATIONS

Although the exact expressions for the wave speeds and
attenuations are easy to compute, the functional trends are
not immediately apparent from Eqs.~63! and~64!. Approxi-
mations for these expressions are derived in I and II, from
which the various dependencies are more evident. Just a
summary of the results is given below.

By expanding Eqs.~63! and~64! in Taylor series to first
order in the small parametern, the following results are ob-
tained:

cp'c0A11Gp1
4

3
GsF11

2bp

p
lnuvTuG , ~69a!

bp'
npGp

4~11Gp!
sgn~v!, ~69b!

ap'
npuvuGp

4c0~11Gp!3/2, ~69c!

and

cs'c0AGsF11
2bs

p
lnuvTuG , ~70a!

bs'
np

4
sgn~v!, ~70b!

as'
npuvu

4c0AGs

. ~70c!

For brevity, normalized stress-relaxation moduli have been
introduced in these expressions,

Gp5
gp

r0c0
2 ~71a!

and

Gs5
gs

r0c0
2 . ~71b!

It is clear from the approximations in Eqs.~69c! and
~70c! that the predicted attenuation of the compressional and
shear wave both scale as the first power of frequency. This is
confirmed in Fig. 7, where the exact expressions for the at-
tenuations can be seen to follow an essentially linear scaling
with frequency over several decades.

The approximate wave speeds in Eqs.~69a! and ~70a!
show logarithmic dispersion, the form of which is identical
with that found by several other authors31–36 for a wave
whose attenuation scales as the first power of frequency. The
dispersion scales with the loss tangent,b, or inversely as the
Q. Thus the level of dispersion in the shear wave is signifi-
cantly higher than that in the compressional wave. For the
SAX99 site,bp'0.01 andbs'0.07, yielding dispersion of
approximately 1.5% and 10.3% per decade of frequency in
the compressional and shear wave, respectively.

At 1.5% per decade, the predicted dispersion in the com-
pressional wave is comparable with the experimental value
obtained by Wingham39 for a medium sand. It is also similar
to the dispersion in saturated glass beads measured by
Hovem and Ingram66 in the frequency range between 15 and
300 kHz. The overall trend of their data is logarithmic with a
slope of approximately 1.6% per decade. The Biot curve that
they attempted to fit to the data~their Fig. 3! seems to have
a slope that is too shallow and a magnitude that overesti-
mates the sound speed at the lower frequencies.

An interesting feature of the logarithmic approximations
for the wave speeds is that, in the limit of low frequency, the
expressions in Eqs.~69a! and ~70a! diverge to negative in-
finity. In contrast, the exact expressions in Eqs.~63a! and
~64a! are well-behaved throughout the entire range of fre-
quency. At zero frequency, the exact wave speeds reduce to
cp5c0 andcs50, and both attenuations are zero. These are
just the properties of the equivalent suspension in which
there are no grain-to-grain stresses. As mentioned earlier,
this limiting behavior is to be expected because the inter-
granular shearing depends on the rate of strain, which is zero
in the limit of low frequency.

Although the logarithmic approximations and the exact
expressions for the wave speeds diverge at low frequency,
there is nevertheless a wide frequency range in which Eqs.
~69! and~70! accurately approximate the exact forms in Eqs.
~63! and ~64!. The logarithmic trend in the exact wave
speeds is evident in Figs. 6~a! and ~b!. A comparative dis-
cussion of the exact versus approximate forms has been
given by Buckingham.67

XV. ‘‘FRAME’’ ELASTICITY

Hamilton68 developed an empirical model of wave
propagation in unconsolidated granular materials in which
the medium is treated as a Hookean elastic solid. In his
model, the compressional and shear wave speeds are given
by the familiar expressions for an isotropic elastic medium,

ĉp5AK̂1 4
3 m̂

r̂0
~72!

and
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ĉs5A m̂

r̂0
, ~73!

where the tilde denotes one of Hamilton’s elastic parameters.
The bulk modulus of the saturated granular system isk̂, the
bulk density isr̂0 , and the shear modulus ism̂. Hamilton68

extended the elastic model to include dissipation by making
m̂ and the second Lame´ constant,l̂5k̂22/3m̂, complex.
This he referred to as a viscoelastic model. He let the imagi-
nary parts of the Lame´ coefficients be independent of fre-
quency simply because this yielded attenuations that scaled
as the first power of frequency.

A recurring difficulty with the viscoelastic model, as dis-
cussed by Hamilton,68 is the evaluation of the system bulk
modulus,k̂. As others had done before him, Hamilton as-
sumed implicitly that the unconsolidated granular medium
possesses a skeletal elastic ‘‘frame,’’ and that one compo-
nent ofk̂ is the frame bulk modulus,k̂ f . He was then faced
with the problem of determiningk̂ f . His solution was to fit
Gassman’s equation47 to available wave data, from which he
inferred a value for the frame bulk modulus. With a judicious
choice of the remaining elastic parameters, he then found
that the equations of the elastic model could be made to fit
measured data rather well.

The equations of Hamilton’s elastic model may be inter-
preted in terms of the lowest-order approximations for the
wave speeds predicted by the grain-shearing theory. Thus if
the first-order, logarithmic terms representing dispersion are
neglected, the wave speeds in Eqs.~69a! and~70a! reduce to
the zero-order forms

cp'Ak01gp1 4
3 gs

r0
~74!

and

cs'Ags

r0
. ~75!

These expressions have exactly the same structure as those in
Eqs.~72! and~73! for the wave speeds in an elastic medium.

Obviously, the bulk densities in the two models are
identical: r05 r̂0 . By comparing the expressions for the
shear speed, Hamilton’s shear rigidity modulus,m̂, may be
identified directly withgs , the shear rigidity conferred by
grain-to-grain translation, and, from the compressional
speeds, Hamilton’s bulk modulus for the system equates as
follows:

k̂5k01gp , ~76!

where gp is the compressional rigidity coefficient of the
grain-shearing theory. According to Eqs.~74! and ~76!, two
factors are responsible for raising the compressional speed in
the granular medium above that in the equivalent suspension.
The larger of the two is the rigidity due to radial~compres-
sive! shearing, represented bygp . An order of magnitude
smaller is the rigidity introduced by translational shearing
and represented bygs . The frame bulk modulus may be
interpreted in terms of the former, that is, the rigidity due to
intergranular shearing under compression.

The Gassmann model47 yields the bulk modulus of the
system in terms of the ‘‘frame’’ bulk modulus,k̂ f , and the
bulk modulus of the equivalent suspension,k0 ,

k̂5k01
k̂ f~kg2k0!2

~kg
22k̂ fk0!

. ~77!

This expression is not as formulated by Gassmann, but is
readily derived from his original with a little algebra. Apart
from Hamilton,68 several authors have examined Gas-
smann’s equation, including White and Sengbush69 and Wyl-
lie et al.40 As pointed out by Hamilton,68 when the bulk
modulus of the frame,k̂ f , is zero, the Gassmann equation
reduces to Wood’s equation, that is,k̂5k0 , and when the
porosity, N, is zero, corresponding to an elastic solid,k̂
5k05kg . Hamilton68 also states, erroneously, that, whenN
is zero, the solution of Eq.~77! for the frame bulk modulus is
k̂ f5kg . Actually, k̂ f is indeterminate from Gassmann’s
equation whenN50. It follows that the four points on the
ordinate in Hamilton’s68 Fig. 2 are invalid.

From inspection of Eqs.~76! and ~77!, gp of the grain-
shearing theory may be linked to the elastic frame bulk
modulusk̂ f as follows:

gp5
k̂ f~kg2k0!2

~kg
22k̂ fk0!

. ~78!

This equation may be inverted to yield

k̂ f5
gpkg

2

~k02kg!21gpk0
. ~79!

Thus an ‘‘effective’’ elastic frame with a bulk modulus,k̂ f ,
as given by Eq.~79!, is equivalent, at this lowest order of
approximation, to the compressional rigidity that arises from
radial ~compressional! shearing at the grain contacts.

Of course, by assuming an elastic frame at the outset,
many of the wave properties will be lost. For instance, as
Hamilton68 makes clear, his viscoelastic model is purely em-
pirical and does not account for subtleties such as frequency
dispersion in the wave speeds. Nor does it identify any cor-
relations between the wave speeds and attenuations, but
leaves them unconstrained. There are four free parameters in
the viscoelastic model, the bulk modulus, the shear modulus,
and the imaginary parts of the two Lame´ coefficients. These
can be individually adjusted to fit any wave-data set in which
the two wave speeds are essentially independent of fre-
quency and the two attenuations scale as the first power of
frequency. In contrast, in the grain-shearing analysis, the
wave properties are causally connected and hence heavily
constrained.

On a historical note, in addition to recognizing that a
saturated sediment exhibits shear rigidity, which supports the
transmission of a transverse wave, Hamilton68 was also
aware that the speed of the compressional wave is greater
than that predicted by Wood’s equation. He attributed the
enhanced compressional wave speed to two factors, ‘‘the
presence of both~shear! rigidity and a frame bulk modulus.’’
His viscoelastic model@Eqs. ~72! and ~73!# embodies these
ideas, and, although he did not specify physical mechanisms,
he recognized that the shear rigidity and the frame bulk
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modulus both originate in grain-to-grain interactions. This is
exactly as has been argued above, where the frame bulk
modulus is identified with the rigidity arising from radial
~compressional! sliding, and the shear rigidity with transla-
tional sliding. Hamilton’s68 remarkable insights, expressed
some three decades ago, provide an excellent foundation for
understanding wave propagation in granular media.

XVI. CONCLUDING REMARKS

The linear theory of wave propagation in unconsolidated
granular media developed in this paper is based on two dis-
tinct types of grain-to-grain interaction, translational and ra-
dial shearing, which occur during the passage of a wave
through the medium. Both types of shearing are treated as a
random stick-slip process consisting of a sequence of dis-
crete ‘‘micro-events.’’ Each such event involves one micro-
asperity slipping against another to produce a deterministic
pulse of stress, a process which occurs as the medium relaxes
after the application of a dynamic strain.

The mean stress, which governs the wave properties, is
derived as an ensemble average of the random succession of
stress-relaxation pulses. This average takes the form of a
temporal convolution between the probability that a slip is
triggered and the pulse shape function for a single stress-
relaxation event. The probability density function is propor-
tional to the velocity gradient normal to a grain contact, or
equivalently, to the rate of strain across the boundary. The
pulse shape function is established from a simple model of
strain-hardening, which is based on the physics of the very
thin film of pore fluid separating mineral grains. The result-
ant pulse shape function, or material impulse response func-
tion ~MIRF!, is essentially an inverse-time fractional power
law.

With the stresses due to intergranular interactions speci-
fied as temporal convolutions, the Navier–Stokes equation is
derived from the full stress tensor for the granular medium.
A standard separation of the Navier–Stokes equation yields
two wave equations, one for compressional and the other for
shear disturbances. Both are true wave equations, even
though the medium is treated as a fluid in the sense of pos-
sessing no skeletal elastic frame. By Fourier transforming
these equations into the frequency domain, simple algebraic
expressions for the wave speeds and attenuations are devel-
oped. These expressions depend explicitly on frequency and
the porosity of the sediment.

The theoretical expressions for the compressional and
shear attenuation both scale essentially in proportion to the
first power of frequency. They compare very favorably with
the published frequency dependence of compressional and
shear wave attenuation data over many decades of frequency.
The wave speeds are predicted to exhibit weak, near-
logarithmic dispersion, the level of which scales with the
loss tangent. Thus dispersion in the shear wave is estimated
to be significantly higher than that in the compressional
wave. These logarithmic expressions for the wave speeds are
consistent with the Kramers–Kronig relationships, which
lead to an identical form of logarithmic dispersion for any
wave exhibiting an attenuation that scales with the first

power of frequency, regardless of the physical mechanism
responsible for the attenuation.
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APPENDIX: WAVE PROPERTIES VERSUS GRAIN SIZE
AND DEPTH IN THE SEDIMENT

The coefficientsgp and gs scale with the mean rate,
np,s , of stress-relaxation events in the interval@0,T#. These
mean rates are proportional to the total number of asperities
available for sliding. Thus for translational shearing,ns is
proportional to the area of the surface of contact, and for
radial shearingnp is proportional to the radius of the circle of
contact.

The Hertz theory70 of identical elastic spheres pressed
together by a forceF gives the radius of the circle of contact
as

a5A3 3

8
F

~12ug
2!

Eg
ug, ~A1!

where ug is the diameter of the spheres and (Eg ,ug) are
Young’s modulus and Poisson’s ratio for the material com-
prising the spheres. Equation~A1! applies to spheres that are
frictionless. If the spheres are identified with mineral grains,
then F scales with depth,d, in the sediment, and it follows
that

np}~ugd!1/3 ~A2!

and

ns}~ugd!2/3. ~A3!

Thus according to the Hertz theory,gp,s depend on grain size
and depth as follows:

gp5gopS ugd

u0d0
D 1/3

~A4!

and

gs5gosS ugd

u0d0
D 2/3

, ~A5!

where gop , gos are scaling constants, andu051000mm,
d050.3 m, are normalizing factors, introduced solely to keep
the bracketed terms dimensionless.

When the expression forgs in Eq. ~A5! is substituted
into Eq. ~75!, the speed of the shear wave is found to be

cs'S ugd

u0d0
D 1/3Agos

r0
. ~A6!

Figure 5 in II compares this expression, plotted as a function
of grain size, with data on the shear wave speed as a function
of grain size. The data show some scatter but straddle Eq.
~A6! over three decades of grain size. The variation ofcs as
the one-third power of depth,d, has been observed in sands
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by Richardsonet al.,71 and Hamilton72 proposed a similar
power-law scaling, of the formcs}d0.28, based on a curve fit
to data for sands.

The speed of the compressional wave varies relatively
slowly with grain size and depth in the sediment. As pre-
dicted by Eqs.~74! and~A4!, the grain-size dependence ofcp

compares favorably with data over three decades of grain
size ~see Fig. 8 in I!. The predicted depth dependence ofcp

appears to be consistent with data from the West Florida
Sand Sheet reported by Richardson and Briggs.61

It should be borne in mind when evaluating the grain-
size dependence of the wave speeds and attenuations that the
expressions involver0 andc0 , both of which are functions
of the porosity, and the porosity varies with the grain size. In
I, a relationship between porosity and grain size was pro-
posed, based on a randomly packed, rough-grain model of
the sediment,

N512PH ug12D

ug14DJ 3

, ~A7!

where P50.63 is the packing factor of a random, close-
packing of smooth spheres, andD is the r.m.s. grain rough-
ness. WhenD50, Eq. ~A7! yields N50.37, which is the
correct porosity for a random packing of smooth spheres.73

In sediments, it is well known thatN is not single-valued
in the grain size, one reason being that the grains of a given
size may show different degrees of roughness. For most
sands,D lies somewhere between 0 and 10mm. If D is
treated as a parameter, any of the wave properties, say the
approximate expression for the shear speed in Eq.~A6!, can
be evaluated as a function of grain size with the aid of Eq.
~A7!. A family of curves will be obtained, each associated
with a particular value ofD. For a specific sediment,D may
be estimated from Eq.~A7! if N and ug are both available
from experimental measurements.

Although the Hertz theory yields grain-size and
sediment-depth dependencies that appear to align reasonably
well with the few existing data sets, it may be found, as new
data become available, that a better description of grain con-
tact mechanics is required. For instance, the assumption that
the grains are frictionless, which is central to the Hertz
theory, may have to be relaxed. This, and other possible
refinements to the treatment of the contact mechanics, could
lead to grain-size and sediment-depth dependencies that dif-
fer from those in Eqs.~A2! and ~A3!. Corresponding differ-
ences would then be expected in the predicted wave speeds
and attenuations as functions of grain size and sediment
depth.
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Physical limitations of travel-time-based shallow
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Travel-time-based tomography is a classical method for inverting sound-speed perturbations in an
arbitrary environment. A linearization procedure enables relating travel-time perturbations to
sound-speed perturbations through a kernel matrix. Thus travel-time-based tomography essentially
relies on the inversion of the kernel matrix and is commonly called ‘‘linear inversion.’’ In practice,
its spatial resolution is limited by the number of resolved and independent arrivals, which is a basic
linear algebra requirement for linear inversion performance. Physically, arrival independency is
much more difficult to determine since it is closely related to the sound propagating channel
characteristics. This paper presents a brief review of linear inversion and shows that, in deep water,
the number of resolved arrivals is equal to the number of independent arrivals, while in shallow
water the number of independent arrivals can be much smaller than the number of resolved arrivals.
This implies that in shallow water there are physical limitations to the number of independent travel
times. Furthermore, those limitations are explained through the analysis of an equivalent
environment with a constant sound speed. The results of this paper are of central importance for the
understanding of travel-time-based shallow water tomography. ©2000 Acoustical Society of
America.@S0001-4966~00!01212-1#

PACS numbers: 43.30.Pc, 43.60.Rw@DLB#

I. INTRODUCTION

Ocean acoustic tomography has been suggested in the
last two decades as a powerful tool for large-scale ocean
temperature monitoring. In contrast with standard ‘‘local’’
and ‘‘direct’’ methods, ocean acoustic tomography can be
used to remotely determine mean current and temperature
evolution through time in an ocean volume bounded by a
system of acoustic sources and receivers.1,2 Travel-time-
based tomography has been widely used in the context of
ocean acoustic tomography to invert for sound-speed pertur-
bations of a background~reference! profile.1–5 For instance,
tomographic inversion can be performed by linearizing the
integral relationship between perturbations in travel time and
continuous perturbations in sound speed. After linearization,
the perturbations in travel time are related to a set of discrete
perturbations in sound speed through a kernel matrix, which
depends on stable eigenrays of propagation. Sound-speed
perturbations can be estimated by calculating a generalized
inverse of the kernel matrix and relating back the set of
sound-speed perturbations to travel-time perturbations. This
technique is sometimes called ‘‘linear inversion’’ and its
spatial resolution~i.e., the number of depths at which sound-
speed perturbations can be reliably estimated! is fundamen-
tally limited by the number of resolved—and as we will see
independent—arrivals.

Despite the significant number of references related to
linear inversion most studies are limited to its application in
deep water, where the effects of sound reflection on the
ocean boundaries can be, to a certain extent, neglected, and

acoustic arrivals can be easily resolved for long-range propa-
gation. In shallow water the interaction of sound with the
ocean boundaries plays an important role and time resolution
of closely spaced arrivals is generally an important practical
issue. As an example, Fig. 1 shows a typical shallow water
channel impulse response estimate. It is clear from that fig-
ure that initial arrivals are unresolved, while late arrivals are
well resolved and ‘‘clustered’’ in quadruplets. From ray-
tracing predictions it can be shown that most of the initial
unresolved arrivals correspond to refracted and bottom re-
flected eigenrays, while the quadruplets correspond to sur-
face and bottom reflected eigenrays. An important feature in
this example is the significant number of resolved arrivals. In
the context of travel-time-based shallow water tomography,
and through linear inversion, it seems reasonable that those
arrivals should be used to achieve a high spatial resolution of
sound-speed estimates. This would be the case providing that
all the resolved arrivals are independent, i.e., that all the
acoustic arrivals that can be identified from one transmission
to another correspond to ‘‘pieces’’ of information indepen-
dently related to the perturbation of sound speed. This as-
sumption seems to be implicitly accepted in some of the
studies concerning linear inversion.1,3,4 Nevertheless, it is
shown in this paper that for shallow water the number of
independent arrivals is in fact smaller, and in some cases
much smaller, than the number of actually measured—
resolved—arrivals. This result implies that in shallow water
part of the acoustic arrivals carry redundant information and
therefore there are fundamental physical limitations to the
number of independent arrivals. Furthermore, and most im-
portantly, this paper shows that the redundancy of shallow
water stable arrivals can be explained through the compari-a!Electronic mail: orodrig@ualg.pt
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son of the original waveguide with an isovelocity equivalent.
Therefore, as a contribution to the general problem of acous-
tic tomography this paper presents the set of fundamental
requirements for successful tomographic inversion of acous-
tic data in the context of travel-time-based shallow water
tomography. This paper is organized as follows: Sec. II pre-
sents a brief theoretical review of linear inversion. This re-
view is used in Sec. III to show, through simulations, that for
deep water the number of independent arrivals is equal to the
number of measured resolved travel times, while in shallow
water the number of independent arrivals is much smaller
than the number of actually measured resolved arrivals. The
results of shallow water simulations are explained in Sec. IV
through the comparison of the original acoustic waveguide
with an isovelocity equivalent, and conclusions are drawn in
Sec. V.

II. LINEAR INVERSION: THEORETICAL BACKGROUND

It can be shown on the basis of ray theory that the per-
turbation in travel time of an acoustic pulse can be written
as1,2

Dt5E
G

ds

c~z!
2E

G0

ds

c0~z!
, ~1!

whereG and G0 represent the eigenrays corresponding, re-
spectively, to the perturbed and background sound-speed
profilesc(z) andc0(z). The background sound-speed profile
c0(z) is considered to be known, for instance, from historical
data. For small perturbations of sound speeddc(z)5c(z)
2c0(z)!c0(z) one can takeG'G0 , so the previous equa-
tion becomes

Dt i5t i2t i
05E

G i

ds

c~z!
2E

G i

ds

c0~z!
'2E

G i

dc~z!

c0
2~z!

ds,

~2!

where the integral is taken along the unperturbed eigenray
G i . The fundamental statement of this relationship is that a
first-order perturbation in sound speed leads only to a first-

order perturbation in travel time, while the path of the eigen-
ray is not affected by this perturbation. In this senseG i cor-
responds to a stable eigenray andt i andt i

0 can be considered
as resolved travel times~or resolved arrivals!. It is clear that
the number of perturbations in travel time should be equal to
the number of resolved eigenrays or, correspondingly, to the
number of resolved arrivals. By ‘‘collecting’’ a set ofT per-
turbations in travel time and representing the acoustic wave-
guide as a system composed ofL layers, one obtains the
following linear system:2

y5Ex1n, ~3!

wherey5@Dt1Dt2 ...DtT# t, x5@dc1dc2 ...dcL# t, eachdcj

is an average ofdc(z) in the jth layer, andn represents the
contribution of noise to the set of observationsy. Since the
linear inversion will be tested with simulated data it will be
considered in the following that there is a perfect match be-
tween both sides of the equation and the observations are
fully deterministic~i.e., n50!.

Matrix E, dimensionT3L, is called the ‘‘kernel ma-
trix,’’ the ei of which have the following structure:

ei5FDsi1

c01
2

Dsi2

c02
2 ...

DsiL

c0L
2 G , ~4!

whereDsi j stands for the length of rayi inside layerj with
i 51,2,...,T and j 51,2,...,L. The choice of the number of lay-
ers L can be done in many different ways. In generalL is
made as large as possible and in practice it is often larger
thanT. Under this assumption ofL.T, Eq. ~3! consists of an
underdetermined system of equations that has more un-
knowns than equations, and therefore has an infinite number
of solutions. Formally, the columns of matrixE form a de-
pendent set and, in practice, there is also no guarantee thatT
rows of E are linearly independent, which is equivalent to
saying thatE may be rank deficient. In terms of the under-
lying problem of time delays and sound-speed perturbations,
rank deficiency means that not all resolved arrivals carry
independent sound-speed information. Straight linear algebra
tells us that such a system of equations has a solutionx, but
that solution is not unique; that is to say that further infor-
mation is needed to pick one among the possible solutions.
The set of possible solutions are those that satisfy the system
of equations

Ex̂5p, ~5!

wherex̂5@EtE#21Ety and thereforep is the projection ofy
onto the column space ofE. If such additional information is
not available, the solution of Eq.~5! is the one that has
minimum length. That solution is generally called the mini-
mum norm solution and is given by the pseudoinverse

x#5E#y. ~6!

The pseudoinverseE# is efficiently computed through the
singular value decomposition7 ~SVD! of matrix E, E
5USVt, which provides a way of dealing with the rank ofE
by analysis of the singular spectra,s1 ,s2 ,...,sT , diagonal
entries ofS, and further selection of the significants i in the
SVD. However, such selection can not be done in a unique
manner since it generally depends on the particular charac-

FIG. 1. Typical shallow water short-range arrival pattern showing unre-
solved~initial! and resolved~late! arrivals; resolved arrivals are ‘‘clustered’’
in groups of quadruplets@real data, taken from Jesuset al. ~Ref. 6!#.
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teristics of the problem. And even with the SVD solution
being a minimum norm solution, nothing guarantees that
such solution will be close to the searched solution, which is
to say that minimizingix#i does not imply the minimization
of ix#2xi .

Finally, once the rank of the kernel matrix has been
calculated, the minimum norm solution can be written as

x#5VrSr
21Ur

t y, ~7!

where subscriptr5rank~E!, and denotes that matricesV and
U are formed by theirr first singular vectors, and matrixSr is
square with its first~highest! singular values along the diag-
onal.

III. SIMULATION TESTS

Using the theoretical background presented in the previ-
ous section, travel-time-based tomographic inversion
through ray-tracing simulations is tested to determine the
number of independent arrivals in both deep and shallow
water scenarios. For each scenario a background and a per-
turbed sound-speed profile~SSP! are chosen in order to ob-
tain a negative perturbation of sound speed, which corre-
sponds to positive perturbations in travel time. For each SSP
a set of eigenrays is calculated and the set of stable eigen-
rays, resolved arrivals, and corresponding perturbations in
travel time are determined. The kernel matrix,E, is con-
structed with the stable eigenrays and then the inverse solu-
tion is calculated from its SVD. When dealing with real data
the number of independent eigenraysN ~which is the same as
the number of independent arrivals! can be estimated by us-
ing statistical criteria.6,8 Since the test case presented here is
fully deterministic, an alternative method for estimating the
rank of matrixE is proposed. That method takes advantage
of the structure of the inverse solution based on the SVD of
the kernel matrix, which was discussed in the previous sec-
tion, and introduces the following functional:

E~ i !5
ixi

#2xi2

ixi
#i2 , ~8!

wherexi
# is the inverse solution obtained from Eq.~7! and

calculated with the firsti singular values. The ‘‘real’’ pertur-
bation x is calculated fromdc(z) ~which is known in our
simulated case! according to the adopted depth discretiza-
tion. Using the functionalE( i ) one can obtain the following
estimator of the number of independent arrivalsN:

N̂5arg$min
i

E~ i !%. ~9!

The minimum ofE( i ) does not have to be a minimum in the
conventional sense since solutions withN51 or N5T will
also be admitted. IfN5T ~which should not be surprising!
the natural conclusion is that all resolved arrivals are inde-
pendent and therefore they all contribute with independent
information to the tomographic inversion. However, ifN
,T ~and from ray tracing there is no apparent reason for this
to be so!, then the unexpected conclusion is that onlyN of T
resolved arrivals are independent, and the remainingN2T
convey redundant information. Those redundant arrivals will
not contribute with additional information to the tomogra-
phic inversion. It will be shown in the following subsections
that in deep water one obtains the ‘‘expected’’ conclusion
(N5T), while in shallow water part of the resolved arrivals
are redundant, i.e.,N,T.

A. Deep water test

The well-known analytical expression for the Munk ve-
locity profile was used to generate the SSPs~see left panel of
Fig. 2!. Following the geometry of a real experiment4 the
acoustic source and the receiver depths arezs51500 andzr

51650 m, respectively, the depth of the acoustic waveguide
is D54100 m, and the distance separating the source and the
receiver isR5270 km. The asymmetryzsÞzr is intentional.
In fact, as discussed by Munket al.,2 by locating both source
and receiver at the same depth one gets symmetric eigenrays,
with turning points at the same depths. Therefore, those
eigenrays sample the ocean in the same way and constitute a
preliminary source of redundancy in the kernel matrix, which
should be avoided. After eigenray ray tracing for the back-
ground and the perturbed SSPs, a set of five RR stable eigen-

FIG. 2. Deep water test: Background
c0(z) ~dotted-dashed line! and per-
turbed c(z) ~continuous line! SSPs
~left!; stable eigenrays~right!.
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rays and one surface-reflected–bottom-reflected~SRBR!
stable eigenray were found~see right panel of Fig. 2!. The
reflected eigenray should be considered in a somehow formal
way ~in fact this is the only eigenray that spans the entire
water column! since in real conditions the amplitude of
SRBR eigenrays is difficult to detect over the level of envi-
ronmental noise.9 Using Eq.~8! it can be found thatN56
~see Fig. 3!. From this result it can be concluded that all the
resolved arrivals are independent and this is the ‘‘expected’’
conclusion.

B. Shallow water test

The shallow water background SSP for this test corre-
sponds to the mean profile from conductivity, temperature,
depth ~CTD! data used in Jesuset al.;6 a particular profile
from the same data was considered to be representative of
the perturbed SSP~see left panel of Fig. 4!. The geometry of
propagation was taken also from that reference, with the

acoustic source at depthzs590 m, the hydrophone at depth
zr5115 m and rangeR55.6 km, and the total depth of the
waveguide beingD5135 m. As in the deep water test, the
asymmetry zsÞzr avoids the redundancy of symmetric
eigenrays with equal turning depths. From ray tracing it can
be found that all eigenrays are of RBR or SRBR types~see
Fig. 5!. The RBR eigenrays@Fig. 5~a!# are not stable~see left
box of right panel of Fig. 4! and therefore they can not be
used in the tomographic inversion. The SRBR eigenrays
@Fig. 5~b!# are stable and ‘‘clustered’’ in quadruplets and are,
therefore, suitable for inversion purposes~see right box on
right panel of Fig. 4!. In general, the clustering of arrivals
depends on the particular characteristics of the waveguide
geometry and associated SSP. For the shallow water environ-
ment and SSP of this test one can remark that each quadru-
plet contains the arrival timest, ordered according to the
general sequence,

~t2m21
1 ,t2m

1 ,t2m
2 ,t2m11

2 !, ~10!

where the index of eacht represents the number of reflec-
tions on the surface or bottom of the corresponding eigenray,
a ‘‘1’’ or a ‘‘ 2’’ sign indicates whether that eigenray was
launched toward the surface or toward the bottom, respec-
tively. To calculate the kernel matrix an homogeneous layer
grid was introduced. Each layer has a thicknessDz54 m,
which is four times more than the spatial resolution of the
discretized sound-speed profile. The depth of every layer in-
terface was coincident with every fourth depth of the dis-
cretized sound speed. To simplify the calculations, additional
interfaces were added at depthszs , zr , andD, which were
not included in the homogeneous grid. Thus a total of 36
layers was used to calculate the kernel matrix. The sound
speed for each layer was the average of the discretized sound
speeds contained within the layer. The functionalE( i ) was
calculated considering a total of 20 resolved arrivals. How-
ever, its minimum is reached atN54 ~see Fig. 6!, which
indicates that only 4 of the 20 resolved arrivals are indepen-
dent, while the other 16 are redundant. It should be remarked
that this result is in agreement with a statistical estimation of
uncorrelated paths presented in Jesuset al.6 It is clear that

FIG. 3. Deep water test: Estimation of independent arrivals; the projection
of the minimum@Eq. ~8!# onto the horizontal axis indicates the number of
independent arrivalsN.

FIG. 4. Shallow water test: Back-
groundc0(z) ~dotted-dashed line! and
perturbedc(z) ~continuous line! SSPs
~left!; backgroundt0 ~lower sequence!
and t ~upper sequence! travel times
~right!, left box indicates unstable ar-
rivals, right box indicates resolved ar-
rivals.
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the result depends deeply on the particular structure of the
kernel matrix, which will be discussed in the following sec-
tion.

IV. DISCUSSION

The simulation results obtained in the previous section
show that the number of independent arrivals~and therefore,
of independent eigenrays! can be much lower than the num-
ber of resolved arrivals. It follows from those results that
there are fundamental physical limitations to the number of
independent parameters available for travel-time tomogra-
phy. However, the general understanding of the simulation
results still remains incomplete because those results only
sayhow manyof the eigenrays are independent, but they do
not saywhich are the independent eigenrays and the reason
for being so. Intuitively it seems reasonable to admit that
each set of eigenrays, corresponding to a particular quadru-
plet, are independent, and therefore, that each of those eigen-

rays contains a ‘‘piece’’ of independent information. In
mathematical terms this assumption states not only that rank
~E!54, but also that for a given quadrupletq the correspond-
ing four rows inE are linearly independent, and can be used
to calculate the four rows of any other quadruplet. However,
within the context of ray theory there is not a clear explana-
tion to support this assumption. In part this is due to the fact
that, for a generic sound-speed profilec0(z), one can not
derive explicit analytic expressions for each rowei of the
kernel matrix, thus ‘‘hiding’’ any possible dependence be-
tween different sets of rows. In general, for a shallow water
waveguide, one can expect that most of the SRBR eigenrays
are characterized by steep launching angles and by a signifi-
cant number of reflections on both surface and bottom. As
the number of reflections increases, the shape of the SRBR
eigenrays tends to be closer to straight lines. Therefore, for a
waveguide geometry like the one discussed in the shallow
water test, but with an equivalent—constant—sound-speed
profile, the isovelocity kernel matrix can provide a reason-
able approximation to the original matrixE. Moreover, for a
constantc0 , each row ofE can be explicitly calculated, mak-
ing it possible to understand which eigenrays are the inde-
pendent ones. Those results can provide fundamental knowl-
edge related to the structure of the original kernel matrix, and
thus provide an answer to the questions discussed in the
beginning of this section.

In general, an SRBR eigenray launched to the surface
can arrive at the hydrophone after being reflected an odd
number of times 2m21, or after being reflected an even
number of times 2m, wherem can take the values 1,2,... .
The same kind of reasoning can be applied to an SRBR
eigenray being launched to the bottom. Thus for a fixedm,
there are four types of eigenrays connecting source and re-
ceiver. In the isovelocity case the launching angles of these
four eigenrays can be derived by inspection and are given by

tanu2m21
1 5

~2m22!D1zs1zr

R
,

FIG. 5. Rays of propagation for un-
stable arrivals~a! and stable arrivals
~b!. ~For simplicity only the first three
quadruplets are shown.!

FIG. 6. Shallow water test: Estimation of independent arrivals; the projec-
tion of the minimum@Eq. ~8!# onto the horizontal axis indicates the number
of independent arrivalsN.
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tanu2m
1 5

2mD1zs2zr

R
,

~11!

tanu2m21
2 5

2mD2zs2zr

R
,

tanu2m
2 5

2mD2zs1zr

R
,

where the convention of the ‘‘1’’ or a ‘‘ 2’’ sign was al-
ready introduced in the discussion of the shallow water test.
The number of total reflections is given by the index of each
u. There is no practical sense in calculating theum for large
values ofm because the contribution of a particular eigenray
to the pressure field decreases as the number of reflections
increases. Furthermore, the arrival times correspond to

tm
1/25

R

c0 cosum
1/2 . ~12!

For an isovelocity SSP the clustering of arrivals depends
mainly on the particular values ofzs , zr , D, andR. How-
ever, by taking the values used in the shallow water test, and
taking c051510 m/s, it can be found that the set of four
arrivals will be ordered again according to the general se-
quence Eq.~10!. For the sake of simplicity let us consider
further that the linear inversion is performed with a set ofq
quadruplets, soT54q. A simple choice of the layer system
consists in selecting a homogeneous grid composed ofL lay-
ers, each with a thicknessDz5D/L. The layer thickness will
be taken sufficiently small to separate the source and the
receiver with at least a single layer, i.e., the layer indexes
will obey the following order:

j 51,2,...,L51,2,...,S,S11,...,R,R11,...,L. ~13!

The indexesS and R correspond to the integer parts of
zs /Dz andzr /Dz, respectively. Furthermore, for the travel-
time sequence given by Eq.~10! the isovelocity kernel ma-
trix can be written as

E53
e1

e2

e3

e4

e5

]

eT

4 53
@Ds11Ds12¯Ds1L#/c0

2

@Ds21Ds22¯Ds2L#/c0
2

@Ds31Ds32¯Ds3L#/c0
2

@Ds41Ds42¯Ds4L#/c0
2

@Ds51Ds52¯Ds5L#/c0
2

]

@DsT1DsT2¯DsTL#/c0
2

4
53

a2M21
1 3e2M21

1

a2M
1 3e2M

1

a2M
2 3e2M

2

a2M11
2 3e2M11

2

a2M11
1 3e2M11

1

]

a2M12q21
2 3e2M12q21

2

4 , ~14!

where am
1/25(c0

2 sinum
1/2)21, and the index 2M21 repre-

sents the number of even reflections of the first eigenray
within the first quadruplet. The rowsem

1/2 are given by

e2m21
1 5@2mDz 2mDz...~2m2S!Dz

1zs~2m21!Dz...~2m212R!Dz

1zr~2m22!Dz...~2m22!Dz#,

e2m
1 5@2mDz 2mDz...~2m2S!Dz1zs~2m21!Dz...

~2m211R!Dz2zr2mDz...2mDz#,
~15!

e2m
2 5@2mDz 2mDz...~2m1S!Dz

2zs~2m11!Dz...~2m112R!Dz

1zr2mDz...2mDz#,

e2m11
2 5@2mDz 2mDz...~2m1S!Dz

2zs~2m11!Dz...~2m111R!Dz

2zr~2m12!Dz...~2m12!Dz#.

It follows from the previous set of equations that the rows
em

1/2 can be calculated recursively, through the relationship

e2m11
1/2 2e2m21

1/2 5e2m12
1/2 2e2m

1/25@2Dz 2Dz...2Dz#. ~16!

As shown by Eqs.~15!, every four rowsei corresponding to
a given quadruplet are independent. Furthermore, sincea i is
a common factor to all the components of each rowei , the
set Eqs.~16! indicates the linear dependence between each
pair of rowsei andei 14 . In this way, the previous analysis of
the isovelocity kernel matrix indicates not onlyhow manyof
the eigenrays are independent@since the analysis shows that
rank ~E!54#, but indicates also in detailwhich are the inde-
pendent eigenrays. For the case of a more generic sound-
speed profilec0(z), as the number of reflections increases,
one notes that the slope of each SRBR eigenray approaches a
constant, given by the slope of the launching angle tanu.
Also significant is that the length of a single eigenray cross-
ing a particular layer approaches the ratioDz/sinu. In this
way, the general structure of Eqs.~15! suggests that, for the
shallow water test, each row ofE can be approximated as

ei'a i3FMi1

Dz

c01
2 Mi2

Dz

c02
2 ¯MiL

Dz

c0L
2 G , ~17!

wherea i5(sinui)
21 andMi j represents the number of times

that the eigenrayi crosses the layerj. Through further anal-
ogy the set Eqs.~15! guarantees that there are at least four
different types of row components~since the layer thickness
is not a common factor!, and that guarantees the linear inde-
pendence of those four rowsei , corresponding to a particular
quadruplet. The analogy to Eqs.~15! allows one to note also
that

ei 14'a i 143F ~Mi112!
Dz

c01
2 ~Mi212!

Dz

c02
2 ¯~MiL12!

Dz

c0L
2 G ,

~18!

which brings back the linear dependence between each pair
of rows ei and ei 14 . Thus the analysis of the isovelocity
kernel matrix, and its analogy to the kernel matrix of the
original shallow water waveguide, provide a full understand-
ing of the results of the shallow water test.
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V. CONCLUSIONS

On the basis of this analysis the following conclusions
can be drawn:~1! in the context of travel-time-based shallow
water tomography it is of fundamental importance to deter-
mine the number of independent resolved arrivals;~2! with
real data the estimation of independent arrivals can be done
through statistical tests, while in simulations the estimation
can be performed by comparison of the inverse and expected
solution; ~3! it can be shown through ray-tracing simulation
and under the condition of placing the source and the re-
ceiver at different depths, that in deep water the number of
independent arrivals is equal to the number of resolved ar-
rivals; corresponding simulations in shallow water reveal
that the number of independent arrivals is much smaller than
the number of actually measured—resolved—arrivals;~4! fi-
nally, the problem of travel-time redundancy in the shallow
water waveguide is fully explained through the detailed
analysis of the kernel matrix of an equivalent isovelocity
waveguide, where the rows of the isovelocity matrix show a
fundamental rank deficiency of the kernel matrix associated
with the original shallow water waveguide.
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A novel application of the Helmholtz integral is presented in the development of a virtual sonar.
Given total pressure and normal velocity information over the surface of a structure which has been
excited both by incident fields as well as interior noise sources, when the Helmholtz integral is
evaluated at field points located within the surface of the structure~using the free-space Green’s
function characteristic of the exterior medium!, only the incident field remains. Therefore, it is
possible to remove the effects of both scattering~due to incident excitation! and radiation~due to
interior noise sources! throughout a ‘‘virtual’’ volumetric sonar array projected within the structure.
This approach will be discussed and demonstrated using numerical results based on finite element
simulations. ©2000 Acoustical Society of America.@S0001-4966~00!00112-0#

PACS numbers: 43.30.Vh, 43.30.Wi@DLB#

I. INTRODUCTION

The effects of noise on the response of sonar arrays is an
important and relevant problem.1 Such contamination di-
rectly conditions minimum detectable signal levels, and in
actual systems can pose limitations on the array response.
For hull mounted acoustic arrays, the situation is particularly
complicated by the presence of the structure which can con-
tribute to this problem through both structure-borne noise
and sensor backing impedance variations.

It is well known that the scattered and radiated response
of a structure~for field points exterior to its surface! can be
obtained from the evaluation of the Helmholtz integral over
the surface of the structure given a knowledge of total pres-
sure and normal velocity. It is also well known that thein-
cident field can be recovered by an evaluation of this same
integral for field pointsinside the surface of the structure.
Previously, these features have been simultaneously imple-
mented to overcome nonuniqueness issues in forward scat-
tering formalisms.2–4 In this paper however, we investigate
the implications of the second feature in the development of
a method for dealing with structure-borne noise and imped-
ance effects. With this method, it is possible to construct a
‘‘virtual’’ volumetric sonar array projected within the sur-
face of the structure which is free from the effects of
structure-borne noise and variations in the impedance of the
structure.

We begin with some fundamental representations of the
Helmholtz integral and proceed to demonstrate the ideas out-
lined above using results from finite element simulations.
Finally, we address issues dealing with spatial sampling cri-
teria, measurement error, and sensor noise.

II. THEORETICAL BACKGROUND

Consider an arbitrary structure as shown in Fig. 1, de-
fined by a surface,G(r 0), with the interior volume repre-
sented asV2(r ) and exterior volume asV1(r ). Addition-

ally, consider that the exterior volume is comprised of a fluid
with densityr and wave speedc, and that the interior volume
is comprised of an arbitrary medium. Let us assume that the
structure is subject to both incident acoustic,Pi(k,r ), and
internal structural,f (v), monochromatic excitation~at the
angular frequencyv!, and that we are given a knowledge of
the resulting total pressure and normal velocity over the ex-
terior surface,G(r 0), of this structure. Our goal is then to
obtain a knowledge of the incident field free from any scat-
tered or radiated components.

For canonically shaped structures~e.g., geometries ex-
pressible in separable coordinates!, solutions for the incident
and scattered/radiated fields~given a knowledge of total sur-
face pressure and normal velocity! can be obtained in terms
of appropriate representations of the incident and scattered/
radiated basis functions and a 232 solution of the equations
relating total pressure and normal velocity to these expan-
sions. For example, in cylindrical coordinates, the incident
and scattered/radiated pressure fields may be expressed as

Pi~r !5
1

2pE2`

`

(
n

Pn
i ~kz!Jn~Ak22kz

2r !einueikzz dkz

and

Ps~r !5
1

2pE2`

`

(
n

Pn
s~kz!Hn

~1!

3~Ak22kz
2r !einueikzz dkz ,

respectively, wherek5v/c, andkz is the axial wave num-
ber. Since the velocity is related to these expressions through
the linear inviscid force equation@r(]V/]t)52¹P, where
r is the fluid density#, a solution for the unknown coefficients
(Pn

i (kz), Pn
s(kz)) can be obtained from the two equations

relating total pressure and normal velocity to these expan-
sions. In general, however, many practical structures do not
have surfaces which are so accommodating as to permit such
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separability. In such instances, the integral approach pre-
sented here remains completely valid.

By way of review, we present the following forms of the
Helmholtz integral as shown below in Eqs.~1!–~3!:5

E
G
S Pi~r 0!

]G

]nr 0

~r ,r 0!2 j vrVi
n~r 0!G~r ,r 0! D dG~r 0!

5H 2Pi~r !, r PV2~r !;

2 1
2 Pi~r !, r PG~r 0!;

0, r PV1~r !;

~1!

E
G
S Ps~r 0!

]G

]nr 0

~r ,r 0!2 j vrVs
n~r 0!G~r ,r 0! D dG~r 0!

5H 0, r PV2~r !;

1
2 Ps~r !, r PG~r 0!;

Ps~r !, r PV1~r !;

~2!

E
G
S Pt~r 0!

]G

]nr 0

~r ,r 0!2 j vrVt
n~r 0!G~r ,r 0! D dG~r 0!

5H 2Pi~r !, r PV2~r !;

1
2 ~Ps~r !2Pi~r !!, r PG~r 0!;

Ps~r !, r PV1~r !.

~3!

In these expressions,G is the free space Green’s function
represented as

G~r ,r 0!5
eikur 2r 0u

4pur 2r 0u
,

Pt(r 0)5Pi(r 0)1Ps(r 0), where Pi(r 0) and Ps(r 0) are the
incident and scattered/radiated pressure fields, respectively,
andVt

n(r 0)5Vi
n(r 0)1Vs

n(r 0), whereVi
n(r 0) andVs

n(r 0) are
the incident and scattered/radiated, normal velocity compo-
nents.

As can be observed from Eq.~3!, given a knowledge of
the total surface pressure and normal velocity, the incident
field can be recovered when the field point,r, is evaluated
inside G(r 0) @i.e., r PV2(r )], the scattered and/or radiated
fields can be recovered when the field point is evaluated
outsideG(r 0) @i.e., r PV1(r )], while on G(r 0), the integral

yields the corresponding limiting value of12(Ps(r 0)
2Pi(r 0)). These are fundamental properties of the Helm-
holtz integral, and they have rather important implications
for our development. In particular,when the field is evalu-
ated insideG(r 0) @in V2(r )], only the incident field re-
mains, i.e., the total response due to both an incident wave-
form and/or any interior noise sources integrate to zero
when the field is evaluated withinG(r 0). The proofs of these
results are well known and exist in the literature.6 This is
significant in that both the scattered structural response due
to an incident waveform, as well as any radiation due to
interior sources, can be identically removed from an array
response when the Helmholtz integral is evaluated for field
points within the surface of the sensor array. It should be
pointed out here that the integral in all cases utilizes the
density and wave number of the exterior medium. Therefore,
when the integral is evaluated at field points interior to the
surface, it does not yield the actual sound fieldinside the
structure. But rather, it represents a ‘‘virtual’’ array which
provides the incident field at the interior pointsas though the
structure were absent.If it were of interest to compute the
real interior field,r andG(r ,r 0) would assume values char-
acteristic of the interior medium. However, our goal is to
determine the incident field which is impinging on the struc-
ture from the exterior medium.

In what follows, we will demonstrate this feature for
particular cases with numerical examples using the finite el-
ement method.

III. NUMERICAL DEMONSTRATION

A. Numerical model

The numerical results presented in this paper utilized an
axisymmetric finite element model consisting of a cylindrical
steel shell ~E519.99531010 Pa, n50.3, r57799 kg/m3,
h50.005! with sperhical endcaps and a length to diameter
ratio of '8, with 85 regular frames and 8 king frames at-
tached to the interior surface. The response of the structure to
both plane wave and point force excitation was simulated
using the NRL developed finite element code SONAX.7

B. Helmholtz integral evaluation

As a typical example, consider the response to both a
plane wave~of magnitude 1 Pa! incident at 45 degrees and a
point force~of magnitude 1 N! driving the shell at its center
for ka55. The finite element program yielded total pressure
and velocity information on the surface for 1191 equally
spaced axial locations and 411 equally spaced circumferen-
tial locations. This discretization led to equally spaced data
points both axially and circumferentially over the cylindrical
section such thatDz5aDu, wherea is the cylinder radius,
and appropriate discretizations over the spherical endcaps.
This spacing permitted approximately eight samples over the
smallest structural wavelength of interest, with a resulting
spatial ~axial! Nyquist frequency of 175.6 radians/meter.
With a knowledge of the total surface pressure and velocity,
Eqs. ~1!–~3! were then implemented for determining the
pressure field both outside (r PV1(r )) and inside r
PV2(r )) the surface of the structure.

FIG. 1. Arbitrary reference structure.
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In Fig. 2~a!, we show the exterior and virtual interior
pressure fields due to the plane wave response alone, in Fig.
2~b!, we show the exterior and virtual interior pressure fields
due to the point force response, and in Fig. 2~c!, we show
their linear superposition. Although the figures have ampli-
tude limits of61 Pa, the actual resulting pressure amplitude
due to the point force has maxima reaching'50 Pa, clearly
dominating the superposition in the exterior domain. For our
virtual interior array inside the structure, however, Eqs.~1!–
~3! require that the point force and scattered field responses
integrate to zero, while the incident field contribution yields
2Pi . It should be pointed out that the surface ‘‘jitter’’ in
Figs. 2~b! and ~c! is due to the surface and near field re-
sponse caused by the frames attached to the interior.

In Fig. 3, we show the Helmholtz integral evaluation

@Eq. ~3!# with r both inside and outside the structure com-
pared with the negative of the incident field over the same
area. We then compare these fields along the line~0,0,z!
through the axis of the cylinder. As can be seen, for evalua-
tion within the structure, recovery of the incident field is
excellent. Outside the structure, the integral yields the scat-
tered field. The ‘‘spikes’’ in the pressure amplitude for the
predicted field~red curve in Fig. 3! at either end of the struc-
ture are due to the actual values on the exterior surface.

In Fig. 4, we compare the spatial Fourier transform
along thez axis over the length of the cylindrical section of
~a! the incident field evaluated along the central axis,~b! the
interior field evaluated by means of the Helmholtz integral
along the central axis of the structure, and~c! the total sur-
face field on a line onG(r 0) along the lateral surface on the

FIG. 2. Helmholtz integral results due
to ~a! incident field at 45°,~b! point
force, ~c! total field.
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cylindrical structure. This comparison was intended to dem-
onstrate the effect of noise contamination on the response of
a surface mounted line array and the corresponding lack of
noise contamination on the response of a virtual line array
projected within the interior of the structure. As can be seen,
the transform of the interior array response is nearly identical
to the transform of the incident field, while the transform of
the surface array response contains a broad spectrum of wave
number components, thus masking the incident field re-
sponse.

IV. EFFECTS OF SENSOR SAMPLING, PLACEMENT
ERROR, NONUNIFORMITY OF SENSOR
RESPONSE, AND SENSOR NOISE

In this section, we investigate the effects of some prac-
tical issues such as required spatial sensor sampling, random

error in sensor location estimation, nonuniformity of sensor
response, and sensor noise. As will be seen, other than being
subject to standard spatial sampling requirements, the inte-
gral is rather impervious to placement and noise issues.

A. Sensor sampling criteria

As mentioned above, the finite element code yielded sur-
face pressure and normal velocity over the surface of the
structure at 1191 equally spaced data locations along thez
axis and 411 equally spaced data locations around the cir-
cumference. It was also pointed out that this discretization
permitted approximately eight spatial samples over the
smallest structural wavelength of interest. With this sam-
pling, the error in the interior projection was within 0.001%
of the known incident field. To investigate the dependence of
the integral on subsampling, we then decreased our spatial
discretization by a factor of 5 and 10~i.e., weskippedevery
four and every nine data points, respectively, both axially
and circumferentially!. Once the new subsampled array of
data points was obtained, cubic splines were utilized to in-
terpolate these sparse data points~both axially and circum-
ferentially! to obtain the predicted surface values at the origi-
nal 1191 axial and 411 circumferential data points. This was
performed because experience has demonstrated that the use
of cubic spline interpolation on sparse data sets can dramati-
cally improve the results in the implementation of the Helm-
holtz integral.

In Fig. 5, we compare the spatial Fourier transform of
the interior response evaluated along the central axis of the
cylinder for ~a! the fully sampled structure,~b! every fifth
sample over the structure, and~c! every tenth sample over
the structure. As can be seen, the virtual interior projection is
still fairly good for the fifth subsample case with side band
levels only slightly higher than the fully sampled integration,
while the projection noticeably breaks down for every tenth
subsample. This error can be understood in terms of the in-

FIG. 3. Comparison of the virtual field
along a line through the center of the
structure, and the negative of the inci-
dent field.

FIG. 4. Comparison of the spatial~axial! Fourier transform over the length
of the cylindrical section of the pressure for~a! the incident field evaluated
along the central axis of the cylinder,~b! the interior field projection along
the central axis of the cylinder, and~c! the total surface response along a line
on the lateral surface of the cylinder. Arrows indicate fluid wave numbers.
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sufficient spatial sampling of the noise spectrum induced by
the point force excitation. Specifically, for the tenth sub-
sample case, the maximum wave number associated with the
spatial sampling~before cubic spline fitting! is 17.56 radians/
meter. With regard to Fig. 4, we see that the surface response
contains significant wave number components well above
this limit. Therefore, one would expect aliasing to occur in
the interior projection, which is the cause of the observed
error.

B. Error induced by sensor location estimation

In this section, we investigate the effects of errors in the
estimation of sensor location for the fully sampled and sub-
sampled cases discussed above. To simulate this effect, cubic
splines were first fit to the original data set at the original
locations. The following manipulations were then performed
for the cases specified.

For the fully sampled case, a random number generator
determined both circumferential and axial perturbations from
the original sampling coordinates within the spatial devia-
tions of 6aDu/4 and6Dz/4. Values for the pressure and
velocity at these new data points were then obtained from the
original cubic spline interpolated data. These perturbed data
values were then assumed to be situated at the original 411
31191 locations. That is to say, we calculated interpolated
values of pressure and velocity, and assumed these values to
be located at the original coordinates. In this way, we at-
tempted to simulate errors in sensor location estimation.

For the subsampled case of every fifth sample, a random
number generator determined both circumferential and axial
perturbations from every fifth data location~axially and cir-
cumferentially! within spatial deviations of65aDu/4 and
65Dz/4. Values for the pressure and velocity at these new
data points were then obtained from the original cubic spline
interpolated data. These perturbed data values were then as-
sumed to be situated at their original subsampled locations.
Cubic splines were then fit to this subsampled data set and

data was interpolated to the original array of 41131191 data
locations, as performed in the preceding section for improve-
ment of integration.

For the subsampled case of every tenth sample, a ran-
dom number generator determined both circumferential and
axial perturbations from every tenth data location~axially
and circumferentially! within spatial deviations of
610aDu/4 and610Dz/4. Values for the pressure and ve-
locity at these new data points were then obtained from the
original spline interpolated data. These perturbed data values
were once again assumed to be situated at their original sub-
sampled locations. Cubic splines were then fit to this sub-
sampled data set and data was interpolated to the original
array of data locations, as discussed above.

In Fig. 6, we show the spatial Fourier transform of the
virtual interior field evaluated along the central axis of the
cylinder for a comparison of the error due to sensor location
estimation as a function of subsampling:~a! Full integration,
no spatial error;~b! full integration with spatial error of
6aDu/4; and 6Dz/4; ~c! every fifth sample with spatial
error of65aDu/4 and65Dz/4; and~d! every tenth sample
with spatial error of610aDu/4 and 610Dz/4. As can be
observed, no significant error is incurred until subsampling
approaches'610aDu/4, '610Dz/4. Once again, this er-
ror can be understood in terms of spatial aliasing as dis-
cussed above.

C. Error induced by nonuniformity of sensor
response and sensor noise

In this section, we investigate the effects of random non-
uniformity of response among sensors and random noise
present in the sensor itself. Concerning nonuniformity of re-
sponse among sensors, let us assume that each sensor can
measure the true pressure or velocity only to within a certain
random bias for each monochromatic component of a time
signal. Concerning random noise present in the sensor itself,
let us assume that each sensor measures the true pressure or
velocity plus an added random noise term for each mono-

FIG. 5. Comparison of the spatial~axial! Fourier transform over the length
of the cylindrical section of the pressure for interior field projection along
the central axis of the cylinder for~a! full sampling,~b! every fifth sample,
and ~c! every tenth sample in the subsampling study. Arrows indicate fluid
wave numbers.

FIG. 6. Comparison of error due to sensor location estimation as a function
of subsampling: Spatial Fourier transform of the virtual interior field evalu-
ated along the central axis of the cylinder for~a! full integration, no spatial
error ~b! full integration with spatial error of6aDu/4 andDz/4, ~c! every
fifth sample with spatial error of65aDu/4 and 65Dz/4, and ~d! every
tenth sample with spatial error of610aDu/4 and610Dz/4. Arrows indi-
cate fluid wave numbers.
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chromatic component of a time signal. Both of these effects
can be generally represented as a linear superposition of the
true field quantities and respective random noise terms. Let
us then define our measured fields asP̂t(r 0)5Pt(r 0)
1ep(r 0) and V̂t

n(r 0)5Vt
n(r 0)1ev

n(r 0), where Pt(r 0) and
Vt

n(r 0) are defined in Sec. II,ep(r 0) is the random bias
and/or noise present in the pressure sensors, andev

n(r 0) is the
random bias and/or noise present in the velocity sensors.
Using Eq.~3! for r eV2(r ), we have

E
G
S P̂t~r 0!

]G

]nr 0

~r ,r 0!2 j vrV̂t
n~r 0!G~r ,r 0! D dG~r 0!

5 P̂int~r !, ~4!

whereP̂int(r ) is the resulting virtual interior projection. Sub-
stitution of the expressions forP̂t(r 0) and V̂t

n(r 0) into Eq.
~4! yields

E
G
S ~Pt~r 0!1ep~r 0!!

]G

]nr 0

~r ,r 0!2 j vr~Vt
n~r 0!

1ev
n~r 0!!G~r ,r 0! D dG~r 0!5 P̂int~r !. ~5!

Upon inspection, we can see thatP̂int(r )52Pi(r )1es(r ),
where es(r ) is the resulting contribution due to the sensor
bias and/or noise consisting of the second and fourth terms in
the integrand of Eq.~5!. Therefore, the error due to either
nonuniform response or inherent sensor noise (es(r )) is in-
dependent of the incident and scattered fields. A subsequent
integration of the integral demonstrating the effects of ran-
dom sensor bias and/or noise is shown in Fig. 7. Here, we

show the spatial Fourier transform over the cylindrical length
of the structure for the virtual interior projection along the
central axis of the cylinder for a comparison of induced error
in sensor noise:~a! full integration of Pt and Vt only ~no
error terms!, ~b! integration of error terms only using full
sampling,~c! integration of error terms only using every fifth
sample,~d! integration of error terms only using every tenth
sample. In this study,ep(r 0) andev

n(r 0) were determined by
a random number generator within magnitudes of61 Pa and
61/rc, respectively, and random phase.

As can be observed, even though the amplitude of the
induced noise is on the same order as the incident field, since
it has random magnitude and phase, its contributions are di-
minished upon integration, which is a logical result. It is also
logical that as the surface fields are subsampled, the contri-
bution of the noise would increase, as Fig. 7 demonstrates.

V. CONCLUSIONS

A novel application of the Helmholtz integral has been
presented for the processing of distributed pressure and ve-
locity sensor data for hull mounted sonar applications. It was
shown that, given a measurement of total surface pressure
and normal velocity over the structure, the incident field
could be recovered when the integral was evaluated for field
points located within the surface of the structure, even
though the sensor outputs have been affected by structure-
borne noise and structural impedance variations. This ap-
proach was then demonstrated using results from finite ele-
ment simulations. In addition, practical issues such as
required spatial sensor sampling, placement error, nonunifor-
mity of response, and noise were also addressed. It was
found that when the surface data is sufficiently sampled, the
integral performance is fairly impervious to such issues.
Therefore, this approach appears to yield a potentially pow-
erful method for the development of noiseless sonar systems.

Future research in this area will focus on special cases of
partial sensor coverage, the implications of using pressure or
velocity contributions only, the potential of the full volumet-
ric response of the virtual array, and the capability of deter-
mining the range of nearfield sources or scatterers.
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The resonance frequencies of mechanical free vibration of a three-layer material calculated by a
discrete-layer model and measured by acoustic-resonance methods were compared. The material
was composed of an aluminum parallelepiped sandwiched by two stainless-steel parallelepipeds.
The discrete-layer model developed here used linear Lagrange basis functions through the layered
dimension and continuous global power-series basis functions in the plane perpendicular to the layer
thickness. Using such a basis function for the layer-thickness direction allows discontinuity in the
elastic properties across the interface between dissimilar layers. The resonance frequencies were
measured using two methods: mode-selective electromagnetic acoustic resonance~EMAR! and
resonance ultrasound spectroscopy~RUS!. The measurements agreed with the calculations typically
within 1%. The EMAR method allows the selective detection of vibrational modes possessing
particular displacement patterns. This selectivity was supported by the model calculation. Thus,
using the EMAR method makes mode identification clear and this is essential for developing and
improving the model calculation of such a complicated structure. Internal friction was also measured
by the two acoustic methods, which reveals the mechanical-contact effect on the internal-friction
measurement in the RUS method. ©2000 Acoustical Society of America.
@S0001-4966~00!04812-8#

PACS numbers: 43.35.Cg, 43.35.Zc@SGK#

I. INTRODUCTION

Layered systems are prominent in modern engineering
components and applications. A layered geometry can be
formed as part of shape or stiffness control, to adjust material
properties for different applications, or to provide different
properties in particular directions. In all cases, the character-
istics of both local and global component response become
significantly more complicated than for a single homoge-
neous layer. This is especially so in the calculation of
laminate-material elastic properties. In this study, we present
comparisons between a laminate-continuum model that
takes into account the distinct material properties of each
individual layer and experimental observations for the prob-
lem of unrestrained free mechanical vibration. Such a com-
parison is first made here, and it is critical to establish the
model calculation to represent layered systems and to even-
tually adopt such a model to compute the properties for a
material of unknown constitution, including a thin film on a
substrate.

Concerning measurement of the resonance frequency of
free vibration, we principally use electromagnetic acoustic
resonance~EMAR!,1–4 which is an acoustically contactless
method and can select particular vibrational modes of inter-
est by controlling the deformation symmetry of vibration us-
ing the Lorentz-force mechanism. This mode-selective prin-

ciple provides a significant advantage for making exact
correspondence between the measured and calculated reso-
nance frequencies. Along with the resonance frequency, we
measure internal friction by the free-decay method of
EMAR. Also, we use the usual resonance ultrasound spec-
troscopy~RUS!5,6 for the resonance frequencies and internal
friction, and discuss the effect of contacting transduction in
the RUS method by comparing with the contactless EMAR
results.

For the calculation of resonance frequencies, we adopt
the discrete-layer model developed by Heyliger.7 The calcu-
lated resonance frequencies essentially showed good agree-
ment with the measured frequencies, but agreed less well for
higher modes.

II. MATERIAL

We used a diffusion-bonded three-layer parallelepiped,
consisting of stainless steel~SS304!, aluminum ~Al3004!,
and stainless-steel~SS304! polycrystals.~Two stainless-steel
parallelepipeds sandwiched the aluminum parallelepiped.!
The dimensions of each layer are given in Table I. We mea-
sured elastic constants using the Pulse–echo method and
density using Archimedes method before bonding. They are
given in Table II.
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III. DISCRETE-LAYER MODEL

The resonance frequencies of natural vibration of solids
are obtainable by solving the equations of motion with
boundary conditions at free surfaces. However, since the di-
rect solutions are unobtainable for rectangular parallelepi-
peds, we seek approximate solutions by solving the weak
form of the equations of motion. Assuming periodic particle
motion and using Cartesian coordinates, whereu, v, andw
denote displacements alongx, y, andz axes, respectively, the
weak form of the equations of motion for a linear solid is
reduced as7,8

E
V
H rv2~udu1vdv1wdw!2FC11

]u

]x

]du

]x
1C12
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]dv
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1C13
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]z
1C44S ]v
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]z
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]dw

]x D1C66S ]u
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1

]v
]xD

3S ]du

]y
1

]dv
]x D G J dV1E

S
T̄kduk dS50. ~1!

Hence,d denotes the variational operator,Ci j the elastic
stiffnesses,v the periodic angular frequency of vibration,
and T̄k the components of the specified surface tractions.V
andSdenote the volume and surface occupied by and bound-
ing the solid, respectively.

Our model for computing estimates of the natural fre-
quencies of vibration follows, with minor variation, the ap-
proach of Heyliger.7 The nature of the approximations used
to solve Eq.~1! for layered parallelepipeds must take into
account the behavior of the elastic stress and strain fields
through the interfaces as it undergoes deformation during
resonance. Specifically, traction continuity across a dissimi-
lar material interface that is perpendicular to thez axis re-
quires that the stress componentsszz, sxz , syz must all be
continuous across the interface. Also, displacementsu, v,
andw must be continuous. Therefore, the fact that there is a

discontinuity in the shear modulim implies that the shear
strain components are discontinuous. For example, we con-
sider the strain componentgxz defined as

gxz5
]u

]z
1

]w

]x
. ~2!

It is clear that if this function is discontinuous at the inter-
face, then the displacement componentu must have a jump
in slope with respect toz as one travels through the thickness
of the specimen. Hence, conventional Legendre polynomials
or power series, which have been used with outstanding re-
sults in many past studies9,10 to compute the resonance fre-
quency of free vibration, are unacceptable candidates for vi-
bration studies of layered media.

In the discrete-layer approximation, the dependence of
the displacements on thez coordinate is separated from the
functions in x and y, and it is allowed to have a break in
slope with respect to the layer~or z! coordinate. This allows
for global functions inx andy that are continuous and have
continuous derivatives in thex–y plane, but still maintains
the necessary physical features inz required by the mismatch
in material properties. Hence, approximations for the dis-
placementu can be expressed as11

u~x,y,z,t !5(
j 51

n

U j~x,y,t !C̄ j
u~z!

5(
i 51

m

(
j 51

n

U ji ~ t !C i
u~x,y!C̄ j

u~z!. ~3!

As seen in Ref. 11, approximations forv and w can take
similar forms. n denotes the number of layers andm the
number of in-plane basis functionsC i(x,y) . The approxi-
mations for each of the three field quantities are constructed
in such a way as to separate the dependence in the plane
from that in the direction perpendicular to the interface. In
the thickness direction, we used one-dimensional Lagrangian
interpolation polynomials forC̄ j (z) . For the in-plane ap-
proximations, we used power seriesxpyq ~p, q50,1,2, . . . !.
For a parallelepiped withn layers, (n21) is the number of
subdivisions through the parallelepiped thickness, andU ji ,
for example, denotes the coefficient ofu at height j cor-
responding to theith in-plane approximation function.11

Substituting these approximations into Eq.~1!, collect-
ing the coefficients of the variations of the displacements,
and placing the results in matrix form yields the result

v2@M #$j%5@K #$j%. ~4!

Here, @M # denotes the mass matrix, associated with the ki-
netic energy of the system, and@K # denotes the stiffness
matrix, associated with the potential energy of the system.
$j% denotes the vector of constants that multiplies the dis-
placement functions. Hence, the final problem results in the
form of an eigenvalue problem.

In general, it is possible to split the groupings of the
approximation functions to coincide with specific modal dis-
placement patterns to reduce the size of the computational
problem that must be solved. This behavior has been previ-
ously discussed by Ohno9 and Visscheret al.12 One of the

TABLE I. Dimensions of the layered specimen in mm.

x y z1 ~SS304! z2 ~Al3004! z3 ~SS304!

2.982 3.988 0.394 1.477 0.465

TABLE II. Elastic constants and mass density of the individual material
measured before bonding.

C11 ~GPa! C44 ~GPa! r ~kg/m3)

Al3004 110.7 26.16 2699
SS304 261.4 77.40 7489
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disadvantages of our discrete-layer model is that we lose
some of the splitting properties in thez direction when we
use the discontinuous Lagrangian shape functions. However,
it is still possible to make this split for the functions in the
x–y plane. Instead of the eight groupings allowed for homo-
geneous orthotropic or isotropic materials,9 four groups are
allowable.7 We give the displacement patterns corresponding
to the four vibration groups in Table III. For example, group
1 includes vibration modes whose displacement componentu
is an even function aboutx andy. Hence, if power series are
being used, the functions used would appear as 1,x2, y2,
x2y2, x4, etc. As our freedom in choosing the odd or even
character of our functions inz has vanished when we select
piecewise linear functions, no grouping is allowed inz. How-
ever, and more important, we may thus model the break in
displacement gradient. Our model can also be directly ap-
plied to specimens with no symmetry about thex–y plane.
Concerning the material used in the present study, we can
discuss thez-direction symmetry because of nearly sym-
metrical structure in the layered thickness.

In practical terms for our calculations, we used a total of
15 layers to model the 3 primary material layers. In plane,
we use terms up to and including 8th order for each of the 3
displacement components. This leads to a total number of
unknowns equal to~1511!~8!~8!~3!53072 in Eq.~4!.

Splitting the functions as we do allows for solving 4
problems of size 768, a much more appealing proposition.

IV. ACOUSTIC-RESONANCE MEASUREMENTS

Resonance ultrasound spectroscopy, or RUS, is widely
adopted to study elastic properties of solids.5,6 The specimen
can be a sphere, cylinder, rectangular parallelepiped, or other
regular shape, which is put between two ultrasonic transduc-
ers; one transducer generates a sinusoidal continuous-wave
oscillation and the other detects the amplitude of mechanical
vibrations at the contact point. By measuring the amplitude
as a function of the driving frequency, we obtain a spectrum
consisting of many resonance peaks, which are input to an
inverse calculation to find the complete set of elastic con-

stants of the material. The RUS method can determine all
independent elastic constants with a single frequency scan
for a single small specimen.

For a rectangular parallelepiped of orthorhombic or
higher elastic symmetry, we can divide free mechanical vi-
brations into eight groups depending on the deformation
symmetry.9 The computation of the resonance frequencies is
based on such groupings. Therefore, successful use of the
RUS method requires exact correspondence between the
measured and calculated resonance frequencies, otherwise
the resultant elastic properties have no physical significance.
In the usual RUS method, however, such mode identification
is not straightforward because all of the eight vibration

FIG. 1. EMAR-measurement setup for group 1.

FIG. 2. RUS resonance spectrum and EMAR resonance spectra measured
by the three different measurement setups.

TABLE III. Group structure for layered specimen.

Group

Displacement

x y

1 u E E
v O O
w O E

2 u E O
v O E
w O O

3 u O O
v E E
w E O

4 u O E
v E O
w E E
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groups are simultaneously excited and many resonance peaks
overlap, which causes inability to track overtones. The best
way for mode identification would be to independently pro-
duce only one group of vibrations, filtering out the others.
This is possible with EMAR, as described below.

In the typical EMAR-measurement setup, the specimen
is inserted in a solenoid coil located between two permanent-
magnet blocks~see Fig. 1!. We drive the solenoid coil with
high-power rf bursts to induce eddy currents near the surface

region of the specimen and then the Lorentz forces through
interaction between eddy currents and the static magnetic
field from the permanent magnets. The Lorentz forces oscil-
late with the same frequency as the driving bursts, causing
the mechanical vibration. After the excitation, the same coil
detects the vibrations through the reversed-Lorentz-force
mechanism, the received signals are fed to the superhetero-
dyne phase-sensitive detectors, and the amplitude spectrum
at the operating frequency is determined. A single frequency

TABLE IV. Calculated resonance frequenciesf calc by the discrete-layer model; measured resonance frequencies
by the EMAR (f EMAR) and RUS (f RUS) methods; and internal friction measured by the EMAR (Q21

EMAR) and
RUS (Q21

RUS) methods.

Group
f calc

~MHz!
f RUS

~MHz!
f EMAR

~MHz!

Diff
Q21

RUS

~1024!
Q21

EMAR

~1024!f calc- f RUS f calc- f EMAR f RUS- f EMAR

2 0.330 618 0.327 540 ¯ 0.93 ¯ ¯ 6.41 ¯

4 0.444 477 ¯ ¯ ¯ ¯ ¯ ¯ ¯

2 0.475 870 0.477 209 ¯ 20.28 ¯ ¯ 1.49 ¯

1 0.483 995 0.480 354 ¯ 0.75 ¯ ¯ 5.4 ¯

3b 0.511 266 0.515 126 0.513 816 20.75 20.50 0.25 2.11 0.83
1a 0.577 386 0.565 280 0.580 562 2.10 20.55 22.63 2.91 0.86
2 0.578 794 0.582 057 ¯ 20.56 ¯ ¯ 1.74 ¯

4c 0.603 155 0.603 177 0.602 211 0.00 0.16 0.16 1.53 1.98
1a 0.619 723 0.617 616 0.615 400 0.34 0.70 0.36 2.77 1.46
4 0.655 140 0.656 059 ¯ 20.14 ¯ ¯ 1.96 ¯

1a 0.667 090 0.660 323 0.658 002 1.01 1.36 0.35 1.36 1.48
3 0.688 171 0.684 499 ¯ 0.53 ¯ ¯ 1.16 ¯

4c 0.690 143 0.688 024 0.687 352 0.31 0.40 0.1 1.3 1.48
3b 0.716 305 ¯ 0.714 567 ¯ 0.24 ¯ ¯ 1.74
4c 0.721 124 ¯ 0.720 579 ¯ 0.08 ¯ ¯ 0.99
1 0.761 508 0.752 794 ¯ 1.14 ¯ ¯ 0.8 ¯

2 0.768 587 0.764 560 ¯ 0.52 ¯ ¯ 0.78 ¯

2 0.781 888 0.774 563 ¯ 0.94 ¯ ¯ 1.71 ¯

3 0.806 825 ¯ ¯ ¯ ¯ ¯ ¯ ¯

4 0.831 013 0.825 310 ¯ 0.69 ¯ ¯ 2.21 ¯

1 0.831 996 0.828 144 ¯ 0.46 ¯ ¯ 1.15 ¯

4c 0.832 514 0.839 802 0.824117 20.88 1.01 1.9 1.17 0.97
3 0.845 328 ¯ ¯ ¯ ¯ ¯ ¯ ¯

3b 0.855 176 0.851 729 0.849 814 0.40 0.63 0.23 1.23 1.17
4c 0.866 047 0.861 784 0.859 193 0.49 0.79 0.3 1.71 1.66
4 0.869 413 0.868 335 ¯ 0.12 ¯ ¯ 2.05 ¯

3 0.885 307 0.878 115 ¯ 0.81 ¯ ¯ 2.04 ¯

3b 0.890 438 ¯ 0.877 694 ¯ 1.43 ¯ ¯ 1.41
2 0.915 726 0.908 094 ¯ 0.83 ¯ ¯ 1.18 ¯

1 0.918 189 0.921 349 ¯ 20.34 ¯ ¯ 1.54 ¯

2 0.933 194 ¯ ¯ ¯ ¯ ¯ ¯ ¯

3 0.935 763 0.936 009 ¯ 20.03 ¯ ¯ 1.69 ¯

4 0.943 766 ¯ ¯ ¯ ¯ ¯ ¯ ¯

4c 0.999 864 ¯ 0.986 506 ¯ 1.34 ¯ ¯ 1.6
1 1.006 263 ¯ ¯ ¯ ¯ ¯ ¯ ¯

2 1.017 014 ¯ ¯ ¯ ¯ ¯ ¯ ¯

1a 1.036 230 ¯ 1.023 532 ¯ 1.23 ¯ ¯ 2.5
4 1.037 997 ¯ ¯ ¯ ¯ ¯ ¯ ¯

4c 1.056 968 ¯ 1.040 538 ¯ 1.55 ¯ ¯ 1.4
2 1.060 712 ¯ ¯ ¯ ¯ ¯ ¯ ¯

3b 1.072 812 ¯ 1.067 099 ¯ 0.53 ¯ ¯ 1.72
2 1.093 049 ¯ ¯ ¯ ¯ ¯ ¯ ¯

1 1.122 839 ¯ ¯ ¯ ¯ ¯ ¯ ¯

4c 1.129 148 ¯ 1.112 440 ¯ 1.48 ¯ ¯ 1.28
1a 1.132 007 ¯ 1.115 818 ¯ 1.43 ¯ ¯ 0.49
3b 1.154 532 ¯ 1.111 587 ¯ 3.72 ¯ ¯ 1.84

au-odd-in-z modes.
bv-odd-in-z modes.
cw-odd-in-z modes.
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scan provides many resonance peaks~but fewer than in the
RUS case!, and the resonance frequencies are determined by
Lorentzian-function fitting.

Such an EMAR configuration enables us to easily
change the Lorentz-force direction and then select particular
vibration modes. For example, in Fig. 1, the magnetic field is
applied along thez axis and the Lorentz forces occur on the
x–y faces along thex axis. The Lorentz forces produce thex
component of displacementu. The displacement is most ef-
fectively detected by the same coil through the reversed-
Lorentz-force mechanism whenu is an even function aboutx
and y, and an odd function aboutz. Among the vibration
modes classified into four groups in Table III, only the vi-
bration modes having an odd deformation pattern ofu along
the z axis in group 1 satisfy this condition. Thus, only those
vibration modes should be generated and detected with this
configuration. Similarly, we can independently generate and
detect thev-odd-in-z modes in group 3 andw-odd-in-z
modes in group 4, with different EMAR configurations~see
Ref. 3!.

For internal friction, we measured the amplitude decay
after EMAR excitation with a tone burst. The amplitude free-
decay curve provides the internal friction at the resonance
frequency.13

We also made the usual RUS measurement using two
pinducers sandwiching the specimen. In this case, we deter-
mined internal friction from the resonance-peak width. The
typical measurement reproducibility of EMAR and RUS was
1026 to 1025 for resonance frequencies and 1025 to 1024

for internal friction.

V. RESULTS AND DISCUSSION

We show the resonance spectra measured by the RUS
and EMAR methods in Fig. 2. The different EMAR mea-
surement configurations produced different spectra, as ex-
pected. Table IV gives the measured and calculated reso-
nance frequencies. In the model calculation, we investigated
the eigenvector to predict the deformation pattern for each
mode and found the particular vibration modes thatu is odd
aboutz in group 1,v is odd aboutz in group 3, andw is odd
aboutz in group 4. Those modes were faultlessly detected by
the three different EMAR configurations described above,
indicating that the mode-selective principle of EMAR
worked well. The differences between calculated frequencies
and frequencies measured with EMAR were less than 1% for
lower modes, but larger for higher modes. What is the most
important observation here is that the closest pair between
the measurement and calculation did not always provide ex-
act mode correspondence. For example, the seventh mode of
group 4 detected by EMAR occurred at 0.824 117 MHz and
the closest frequency predicted from the model was the sixth
mode of group 4. However, this is an undetectable mode
with EMAR because it fails to satisfy the condition of detec-
tion of EMAR. If we had no information about the symmetry
of the excited modes, we may have incorrectly identified this
mode. The same thing could occur more easily for higher
modes because of larger differences between the calculations
and measurements. Thus, the mode-selective or mode-
identified method is very significant and essential in

resonance-ultrasound-spectroscopy study. The fact that there
were larger differences between calculated and measured fre-
quencies of higher modes suggests that we need to use a
larger number of discrete layers. Also, the discrete-layer
model is based on the Ritz method, which typically gives
less accurate frequencies as the mode number increases.

The RUS spectrum showed a better signal-to-noise ratio
than the EMAR spectra. The RUS measurements agreed with
calculations typically with 1% difference. But, we failed to
identify the higher-frequency modes because of small ampli-
tude and peak overlapping. An important observation is that
the RUS method gave higher resonance frequencies than
those of the EMAR method for almost all modes, as seen in
Table IV and Fig. 3~a!. We attribute this to the applied force
of sandwiching transducers which is needed for mechanical
coupling in the RUS method. Such an applied force con-
strains the specimen and prevents it from ideal free vibration,
leading to upward shifts in resonance frequencies.14

Comparisons of internal friction measured by EMAR
and RUS are shown in Table IV. Figure 3~b! also demon-
strates the coupling effect. For most matching modes, RUS
internal friction was noticeably larger than EMAR internal
friction. This indicates the energy loss into the contacting
transducers in the RUS method, which was pointed out in a
previous study.3

VI. CONCLUSIONS

~1! We have presented the first comparisons between
the measurement and calculation of a free-vibration problem
of a layered-parallelepiped material. The agreements be-
tween measured and calculated resonance frequencies were
typically within 1%. This difference is expected to decrease
by increasing the number of the discrete layers in the calcu-
lation.

~2! The discrete-layer model explained the nature of vi-
bration well. The deformation pattern of a vibration esti-
mated by the model calculation was supported by the mode-
selective EMAR measurements. Such an exact mode
identification is absolutely necessary for developing and im-
proving the model.

~3! The comparisons between the RUS and EMAR re-
sults show the effect of contact coupling, even for the rela-
tively weak point contacting of RUS made in this study.

FIG. 3. Comparisons of RUS and EMAR measurements for~a! resonance
frequencies and~b! internal friction of corresponding modes.
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Experiments with a flow-through thermoacoustic refrigerator
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Deliberate superposition of steady flow parallel to the thermoacoustic oscillations in a stack is used
to cool the steady flow as it passes through the stack. The loudspeaker-driven refrigerator described
here cools a flowing helium–argon mixture from 35 to 27 °C and provides additional cooling power
at a traditional cold heat exchanger. The dependence of the stack’s temperature profile and of the
additional cooling power on the steady flow rate are in agreement with a simple theory based on
augmentation of the well-known thermoacoustic momentum, continuity, and energy equations with
a single new term in the energy equation that describes the steady flow. ©2000 Acoustical Society
of America.@S0001-4966~00!04712-3#

PACS numbers: 43.35.Ud, 05.70.2a, 44.27.1g @SGK#

I. INTRODUCTION

The selection of technology for real-world applications
depends on many factors, such as capital cost, operating cost,
efficiency, size, weight, and reliability. Practical, economic
considerations often favor technologies with nonoptimal ef-
ficiency. For example, the reverse Brayton-cycle refrigera-
tion technology used aboard turbine aircraft provides weight
savings that indirectly lead to lower aircraft operating cost,
despite a cooling efficiency1 that is less than 10% of the
upper bound set by the laws of thermodynamics. The nascent
technology of thermoacoustics seems attractive because the
small number~often zero! of moving parts and sliding seals
suggests low cost and reliability. Especially when both en-
gine and refrigerator are present in one system, thermoacous-
tic devices are very simple: little more than heat exchangers
of conventional design in large vessels that confine the ther-
moacoustic working gas and define the geometry in which
the gas resonates.

In an attempt to enhance this inherent simplicity, we
have begun to explore whether some of the heat exchangers
can be eliminated from thermoacoustic devices. Figure 1 il-
lustrates the idea for a thermoacoustic refrigerator used to
cool air. Figure 1~a! shows the main parts of an air-
conditioning system using a conventional standing-wave
thermoacoustic refrigerator. In addition to the stack, four
heat exchangers are required: two in the thermoacoustic
working gas and one in each of the two air streams. Heat
transfer between the working-gas heat exchangers and the air
heat exchangers, indicated by heavy black arrows, is accom-
plished via heat-transfer loops such as pumped water, heat
pipes, thermosyphons, etc. In mass production, the four heat
exchangers and two heat-transfer loops would probably ac-
count for most of the capital cost of this system.

The air-conditioning system in Fig. 1~b! illustrates the
simplification that is possible by using the indoor air itself as
the thermoacoustic gas. A midwall in the indoor-air duct
separates two acoustic resonators, driven 180° out of phase
from each other by an oscillating driver piston in the center

of the midwall. The drive frequency is chosen to make the
acoustic wavelength equal to twice the midwall length, so
pressure nodes will be at the ends of the midwall and, hence,
negligible acoustic power will be radiated to distant parts of
the duct. The position of the stack relative to the nodal pat-
tern of the standing wave is chosen so that conventional
standing-wave thermoacoustic phenomena pump heat from
right to left. Superimposed on these thermoacoustic phenom-
ena, the air is forced slowly rightward through the stack from
ambient to cold, so that cold air leaves the right end of the
apparatus. Compared to Fig. 1~a!, two heat exchangers are
eliminated, suggesting a reduction in capital cost.

This intimate superposition of steady flow of the air with
its own oscillating thermoacoustic flow might also give the
system of Fig. 1~b! a higher efficiency than that of the sys-
tem of Fig. 1~a!, for two reasons. First, the internal tempera-
ture differences of two heat exchangers are eliminated and
the acoustic power dissipation in the missing thermoacoustic
heat exchanger is eliminated. Second, a much more subtle
yet significant improvement in efficiency can occur because
the system of Fig. 1~b! puts the air stream sequentially in
thermal contact with a large number of refrigerators in
series—a continuum limit of staged refrigerators. To under-
stand this point, imagine that thermoacoustic refrigerators
were ideal, having Carnot’s coefficient of performance
TC /(T02TC), whereT is temperature and the subscriptsC
and 0 represent cold and ambient. Then, in the case of Fig.
1~a!, the removal of heatṁcp(T02TC) from the air stream
with mass flow rateṁ and isobaric specific heatcp by the
refrigerator’s cold heat exchanger at temperatureTC would
require that work

Ẇ5ṁcp~T02TC!2/TC ~1!

must be supplied to the refrigerator by the driver piston. This
is more than twice the minimum work required by the first
and second laws of thermodynamics for this process, which
is given by the difference between the outgoing and incom-
ing flow availabilities,2
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Ẇ5ṁ@~hC2h0!2T0~sC2s0!# ~2!

5ṁcp@TC2T01T0ln~T0 /TC!#, ~3!

whereh is enthalpy per unit mass ands is entropy per unit
mass.@Equation~3! results from using ideal-gas expressions
for h ands.# The lower efficiency of the simple refrigerator
of Fig. 1~a! occurs because it removesall the heat from the
air stream atTC , where every unit of cooling power requires
(T02TC)/TC units of input power. It is more efficient to
remove as much of the heat load as possible at higher tem-
peraturesTC8 , whereT0.TC8 .TC , so that each unit of cool-
ing power requires only (T02TC8 )/TC8 units of input power.
The flow-through thermoacoustic refrigerator of Fig. 1~b! is
an imperfect embodiment of this idea, with each differential
length dx of the stack essentially a tiny refrigerator unto
itself, lifting heat fromTC8 to TC8 1dTC8 , removing each unit
of heat from the flowing air stream at the highest possible
temperature.

With the addition of a small nonzero steady flow along
x, the air moves through the stack in a repetitive, ‘‘51 steps
forward, 49 steps back’’ manner in position, and also in tem-
perature, density, and entropy as illustrated in Fig. 2~b!. This
violates one assumption on which most prior thermoacoustic
equations3–5 are based—that thex component of gas velocity
is given by u5Re@u1eivt#, with zero average value.~The
subscript 1 indicates a complex amplitude.! However, the
derivation of corresponding thermoacoustic equations in the
presence of nonzero steady flow is straightforward.6,7 The
thermoacoustic momentum, continuity, and wave equations
are unchanged to lowest order, but the steady flow appears in
the thermoacoustic energy equation, which becomes

Ḣ25ṁcp~Tm2T0!1 1
2 rmcp

3E Re[T1u1̃]dA2~Ak1Asolidksolid!
dTm

dx
~4!

for an ideal gas. The subscriptm indicates the local mean
value,Ḣ2 is the total energy flow in thex direction,A is the
cross-sectional area in the stack that is available to the gas,k
is the thermal conductivity of the gas, andksolid is the thermal
conductivity of the stack walls. The complex temperature
oscillation amplitudeT1 can be expressed in terms of pres-
sure and velocity amplitudesp1 andu1 . In Eq. ~4!, the new,
first term represents enthalpy carried by the steady flow, the
familiar4 second term represents enthalpy carried by the os-
cillating flow, and the third term represents ordinary conduc-
tion of heat down the temperature gradient in the gas and
solid. Note that the second term is second order in the acous-
tic oscillation amplitude, so this equation will be most inter-
esting and valid when the steady flowṁ is smaller than or
roughly comparable to a second-order mass flow such as
Aur1uuu1u, wherer is gas density; hence, we retain the tra-
ditional subscript ‘‘2’’ onḢ2 . This bound onṁ also ensures
that the steady flow is always in excellent local thermal con-
tact with the stack channel walls, as long as these walls are
separated by no more than several thermal penetration
depths.

For the usual situation in which the stack is laterally
thermally insulated, energy conservation requires thatḢ2 is
independent ofx. Hence, ifp1 andu1 are known, Eq.~4! can
be used as a differential equation forTm(x) to predict the
temperature profile in the stack. Numerical integration of this
differential equation, self-consistently with the momentum
and continuity equations, is straightforward.8 However,

FIG. 1. An air conditioner is used to illustrate the potential simplification of
hardware that is possible if the process gas is used as the thermoacoustic
working gas and parallel steady flow is superimposed on the thermoacoustic
oscillations. The air-conditioning system must remove heat from a stream of
indoor air~the ‘‘process gas’’! and reject waste heat to a stream of outdoor
air. ~a! A conventional thermoacoustic air-conditioning system would re-
quire four heat exchangers and two heat-transfer loops in addition to the
stack.~b! By using the indoor air itself as the thermoacoustic working gas
and superimposing steady flow on the oscillating flow, two heat exchangers
and one heat-transfer loop are eliminated.

FIG. 2. Whenṁ50, a typical parcel of gas in a thermoacoustic stack fol-
lows one elliptical temperature–entropy (T2s) cycle repeatedly, as shown

schematically in~a!. WhenṁÞ0, a given parcel of gas follows a much more
complicated path throughT2s space, as shown schematically in~b!.
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qualitative insight about the temperature profile can be ob-
tained more easily by making some approximations. Several
sets of approximations are plausible, but all lead to qualiti-
tatively similar results;6,9 here, we choose a mathematically
simple set of approximations. Following the inviscid
boundary-layer ‘‘short-stack’’ approximation,5 suppose that
the stack is short enough and spans a small enough tempera-
ture difference that thermophysical properties and sound-
wave properties can be regarded as independent ofx to low-
est order, and suppose that the ordinary conduction of heat
down the temperature gradient is small. Then Eq.~4! reduces
to

Ḣ25ṁcp~Tm2T0!1
1

4
A

dk

r h
up1uuu1uS dTm /dx

¹Tcrit
21D , ~5!

wheredk is the thermal penetration depth,r h is the hydraulic
radius of the pores in the stack, and¹Tcrit5
2vup1u/rmcpuu1u. Treating everything except the two ex-
plicit occurrences ofTm in Eq. ~5! as independent ofx and
settingdḢ2 /dx50 yields

T0~x!2Tm~x!

T02TC
5

12e2Jx

12e2JL
, ~6!

whereL is the length of the stack and

J5
4ṁcp¹Tcrit

Aup1uuu1udk /r h
. ~7!

In this approximation, Eq.~5! shows thatTm(x) is linear
when ṁ50. For nonzeroṁ, Eq. ~6! shows thatTm(x) is
exponential, with characteristic length 1/J, so that the cur-
vature increases with increasinguṁu and the sign of the cur-
vature depends on the sign ofṁ.

The elimination of heat exchangers by superimposing
parallel steady flow and thermoacoustic oscillation should be
possible in engines as well, but we chose to investigate this
idea in the context of a refrigerator. The next section de-
scribes the apparatus, topologically similar to that illustrated
in Fig. 1~b!. In this first exploration of the idea of superim-
posed parallel steady flow and of Eq.~4!, we had no reason
to demonstrate a practical device, so we used ordinary inef-
ficient loudspeakers to drive the acoustic resonance, in what
roughly resembles a full-wavelength torus with side branches
for injection and removal of steady flow. Our primary intent
was the verification of the qualitative features of Eq.~6!, so
the stacks were equipped with many thermocouples to mea-
sureTm(x). Power-measuring instrumentation was also in-
cluded, to investigate Eq.~4! more directly. In the course of
the measurements, it was easy to change the direction ofṁ,
so we did this, to expand the range of these investigations,
creating a type of steady-flow heat pump asṁ flowed up the
temperature gradient. The results of these investigations, de-
scribed in the final section, provide qualitative and quantita-
tive confirmation of the ideas presented in this introduction.
A more complete description of the ideas, the experiment,
and the analysis is available elsewhere.6

II. APPARATUS AND INSTRUMENTS

A schematic of the apparatus built for these investiga-
tions is shown in Fig. 3, with internal dimensions drawn to
scale. The toroidal resonator had a total internal volume of
0.0915 m3 filled with a mixture of 92% helium and 8% argon
at 3.23-bar mean pressure.~The system was also successfully
operated with atmospheric air, but the helium–argon mixture
provided larger, more accurately measurable powers.! Four
speakers drove the fundamental gas resonance, with the
speaker pair on one side of the resonator moving out of
phase from the speaker pair on the other side. The two pres-
sure nodes of the standing wave~marked ‘‘N’’ ! divided the
resonator into symmetric left and right halves and provided
convenient locations for injection and removal of steady
flow. The stacks and their heat exchangers were positioned
in the standing wave so thatup1u/rmauu1u.1.5 in mid stack,
wherea is the sound speed. Although this location generated
significant viscous losses, it lowered the temperature gradi-
ent so that thermal conduction losses were negligible. For
convective stability under normal operating conditions, the
apparatus was oriented as shown in the figure, with the am-
bient ends of the stacks up.

The resonator was made of polyvinyl-chloride pipe and
fittings, aluminum housings containing the speakers, and a
few other custom-fabricated parts, sealed together with glue
or bolted rubber gaskets. The four long conical diffusers re-
duced harmonic content10 in the standing wave to negligible
levels. Dynamic pressure sensors11 at six locations in the
resonator were used to verify that the pressure nodes were
indeed nodes and that the wave shape was as expected. The
amplitudes and phases of the oscillating pressures, here and
elsewhere, were measured with a dynamic signal analyzer,12

and sometimes checked with a lock-in amplifier. The 94-Hz
fundamental resonance frequency measured at low amplitude
in the resonator when filled with commercially procured
mixed gas agreed within 0.5 Hz with similar measurements
using our own mixtures made from pure helium and argon,
indicating that the commercial and home-made helium frac-
tions agreed within 0.2%. The measured frequency also
agreed within 1 Hz with the value calculated using a DeltaE8

model of the complete apparatus with as-built dimensions,

FIG. 3. Schematic of the experimental apparatus, with internal resonator
dimensions drawn to scale. Spacings between plates in the stacks and heat
exchangers are not to scale. The apparatus is left–right symmetric. The heat
exchangers atT0 andTC are indicated by ‘‘0’’ and ‘‘C.’’
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and the low-amplitude quality factor~measured by sweeping
frequency! agreed within a few percent with the calculated
value, helping to build our confidence in this numerical
model.

Each stack consisted of 142 parallel, 0.25-mm-thick fi-
berglass plates with length 15.24 cm along the acoustic-
oscillation direction, contained in a 15.32-cm-i.d. polyvinyl-
chloride resonator pipe. The separation between plates was
0.81 mm, maintained by straight lengths of epoxy-coated
nylon monofilament, aligned along the acoustic-oscillation
direction, and located on 13.5-mm centers. Thus, 70% of the
pipe’s cross-sectional area was open to gas flow, through
many channels 15.24 cm long, each with a rectangular cross
section 0.81 mm high by 12.7 mm wide, except near the
circumference of the stack where the circular package perim-
eter truncated the width of many channels. The separation
between plates was about two thermal penetration depths of
the helium–argon mixture at the operating conditions. Fiber-
glass and nylon were used to minimize heat conduction
along the stack plate in the direction of sound propagation.
The stack length was much less than the radian length of the
sound wave but many times larger than the oscillatory gas
displacements. The fabrication of these stacks is described
fully in Ref. 6.

Five 3.2-mm-diameter fiberglass support tubes, extend-
ing along the stack diameter, perpendicular to the plates,
with 2.54-cm center-to-center spacings, guided 0.5-mm-
diameter sheathed copper–constantan thermocouples13 with
‘‘special limits of error’’ into the stack. The junctions of ten
thermocouples were epoxied to one plate’s surface at ten
axially equally spaced positions along the full 15.24-cm
length of the rectangular channel at the center of the stack.
The thermocouples were attached to the plate 3 mm to one
side of the fiberglass support tubes. The channel containing
the thermocouples was blocked at each end to eliminate ther-
moacoustic effects on the thermocouple sheaths and wires in
that channel. Thus, the temperature measured was produced
primarily by thermoacoustic effects in the adjacent, un-
blocked channels.

Adjacent to and above each stack was a water-cooled,
ambient-temperature heat exchanger used to transfer waste
heat from the refrigerator to the ambient environment. This
exchanger extended 1.27 cm along the acoustic-oscillation
direction. Rubber O-rings sealed its case to the stack’s pipe
below and to another polyvinyl-chloride pipe above. The ex-
changer’s single bank of eight 0.48-cm-o.d. copper tubes
were soft-soldered into its 14.8-cm-i.d. brass case and to its
80 copper fins, which had 0.53-mm thicknesses and 1.27-mm
separations. A copper–constantan thermocouple measured
the temperature of one of the copper fins. A total of 90 cm2

~52% of the case inside area! was open to oscillating gas.
The thermal resistance measured between the copper tubes
and the water flowing through them was 77 °C/kW; the ther-
mal resistance from the middle of each fin to its nearby tubes
was calculated to be 3.4 °C/kW.

Manifolds connected the tubes at the inlet and outlet of
the ambient exchanger. A copper–constantan thermocouple
immersed in the water inside each manifold measured the
water temperature entering or leaving the exchanger. The

water flow rate to the exchanger was measured with a
variable-area rotameter. The heat rejection rate from the ex-
changer was calculated from the flow rate and manifold tem-
perature measurements. Uncertainty in the calculated heat-
rejection rate was typically less than610% of reading, but
was a strong function of thermoacoustic conditions and wa-
ter flow rate.

Other heat exchangers were placed at the cold ends of
the two stacks. These electrically heated ‘‘cold’’ heat ex-
changers were unnecessary for cooling the steady flow of
gas, but they allowed versatile measurements and control in
the experiments. For example, by using these heat exchang-
ers to hold the stack ends at constant temperature while
steady flow was varied, the only temperature equilibration
required was inside the stacks, so equilibration time was
minimized and system resonance frequency stayed constant.
Each cold heat exchanger consisted of a continuous
nichrome ribbon, 50.8-mm thick and 6.35-mm wide, sup-
ported by a fiberglass frame to form a back-and-forth grid.
The room-temperature electrical resistance of the ribbon was
about 30V. Power from voltage-controlled alternating elec-
tric current was dissipated in the nichrome ribbon. A digital
multimeter detected root-mean-square~rms! voltage across
the ribbon; a thermocouple near the center of the exchanger’s
fiberglass frame monitored the local temperature.

The four speakers14 used to drive the resonator were
well suited to this low-cost proof-of-principle experiment.
Speaker pairs were contained in machined and welded alu-
minum housings with penetrations for electrical power and
cooling water. These speakers were factory-equipped with a
cooling system, in which motion of the diaphragm caused
high-velocity gas motion around the voice coil and through
three ports in the magnet. Nevertheless, additional cooling
was needed to keep the voice coils at acceptable tempera-
tures during typical operation, so a small plate was added to
the rear of each speaker’s magnet to form a small sealed
chamber, and water was circulated through this chamber.
The temperatures of the entering and exiting flows were
measured with chromel–alumel thermocouples, and a
variable-area rotameter indicated the water flow rate through
each speaker chamber, so that heat removal from the speak-
ers could be determined.

The properties of each speaker were characterized by
measuringBl product, mechanical resistance, electrical resis-
tance, voice-coil inductance, and diaphragm stiffness. TheBl
product of each speaker was measured by applying increas-
ing amounts of weight to the speaker diaphragm and increas-
ing the direct current applied to the voice coil while keeping
the diaphragm stationary. Mechanical properties were found
by measuring the electromechanical resonance frequency
with the speaker in vacuum, and simply using the manufac-
turer’s supplied data for the mass of the moving diaphragm.
Strong temperature dependence was noted in diaphragm
stiffness, so these measurements were taken at several tem-
peratures to characterize this dependence. The inductance
was found by epoxying the voice coil of one speaker to its
magnet to prevent motion and measuring the electrical reso-
nance frequency with the voice coil in series with a known
capacitance.
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The mechanical spring constant and moving mass were
small enough, and the associated mechanical resonance fre-
quency was close enough to 94 Hz, that the impedance of the
speakers was small compared to that of the acoustic standing
wave in the gas, and the pressure amplitude in the cavity
behind each speaker was nearly equal to the pressure ampli-
tude just in front of the speaker. This design15 places such a
power transducer at an optimal location in the standing
wave, neither at a pressure node nor at a velocity node, and
allows the pressure difference across the speaker to be due
only to the power delivered to the wave by the speaker. The
four speakers were driven by a single sinusoidal function
generator with variable frequency and amplitude, through
four adjustable ‘‘microphone mixers,’’ each feeding a power
amplifier. The mixers were set so that the four speakers pro-
duced nearly equal acoustic powers, thereby accomodating
minor differences inBl product among the speakers. The
electrical power supplied to each speaker was obtained with
a dynamic signal analyzer,12 which measured the voltage
across the speaker terminals, the voltage across a precision,
temperature-controlled current-sensing resistor in series with
the speaker, and the phase between these voltages.

Accelerometers attached to speaker diaphragms have
been used previously16 to measure the volume velocity so
that the acoustic power delivered by the speaker can be de-
termined. A simpler method to measure volume velocity was
attempted in this experiment, requiring only measurement of
p1,back in the cavity behind the speaker’s diaphragm using a
piezoresistive pressure transducer. Assuming adiabatic oscil-
lations in the cavity volumeVback, the complex volume ve-
locity U1 of the diaphragm is

U152
ivVback

gpm
p1,back, ~8!

with the signs chosen so that positive volume velocity flows
into the resonator from the front of the diaphragm. The time-
averaged acoustic power transferred to the resonator by the
front of the speaker is then

Ẇac5
vVback

2gpm
Im@p1,backp̃1,front#. ~9!

Correcting this expression to account for laminar thermal-
relaxation effects on the surface areaAback of the cavity be-
hind the speaker leads17,18 to a factor 12 i (g
21)Abackdk/2Vback inside the square bracket of Eq.~9!, but
this is negligible here.

Calculating acoustic power delivered to the resonator
using Eq.~9! requires knowledge of the volumeVback behind
the speaker diaphragm. This volume was estimated using
fabrication drawings of the speaker housing, measuring the
speaker frame’s volumetric displacement in water, and ac-
counting for the volume occupied by cooling lines and other
minor irregularities. The volume behind each speaker dia-
phragm was estimated to be 7.931023 m3 64%. Including
uncertainties in pressure measurements, the result obtained
from Eq. ~9! was typically uncertain by68%.

The deliberate steady flow was delivered to and re-
moved from the resonator at the two pressure nodes, so that
the connections to the steady-flow pumping system did not

perturb the resonance or absorb significant acoustic power.
Two compressors19 in series, with water-cooled heat ex-
changers downstream of each, circulated the steady flow of
the helium–argon mixture through the resonator. The gas
flow rate was controlled by throttling the flow to the suction
side of the first compressor and by allowing some of the gas
discharged by the second compressor to return to the suction
side of the first compressor through a bypass. An expansion
chamber between this compressor assembly and the resona-
tor, together with the inertance of the connecting tubing,
acted as a low-pass acoustic filter to keep velocity and pres-
sure oscillations generated by the compressor assembly out
of the resonator. The sign of the gas flow through the reso-
nator could be reversed by interchanging the connections
between the compressor assembly and the resonator.

Before entering the resonator, the steady flow passed
through a filter to remove dust and then through a laminar
flow resistance.20 The differential pressure that formed
across the laminar flow resistance as gas flowed through it
caused a pressure difference proportional to flow rate. The
flow resistance was calibrated by the manufacturer using a
NIST-traceable ANSI Z540-1 standard. After months of pre-
liminary experiments, just before the measurements dis-
cussed in detail below were made, the flow resistance was
returned to the manufacturer for recalibration and was found
to be within tolerance. Two redundant piezoresistive pres-
sure transducers11 detected the differential pressure across
this resistance. The transducers were calibrated at 323-kPa
mean pressure using a water manometer. The mass flow rate

ṁ through each stack was found by correcting for absolute
temperature and pressure and assuming that the flow was

evenly divided between resonator sides. The uncertainty inṁ
was estimated to range from63% at the lowest flow rate,
where uncertainty in the temperature correction dominated,
to 60.9% at the highest flow rate, where the uncertainty in
the calibrated flow resistance was most important.

Stationary thermocouples near the pressure nodes and
movable thermocouples above and below the stack–heat-
exchanger assemblies detected temperatures in the moving
gas; the tips of these sheathed thermocouples were oriented
perpendicular to the oscillating flow to minimize measure-
ment error from thermoacoustic heat pumping along the
sheaths.

To thermally insulate the refrigerator from the room, the
entire resonator/speaker system was suspended by nylon
rope inside a large box filled with 10-mm-diameter polysty-
rene packing beads. Instrument cables, power leads, and wa-
ter lines entered through the open top of the box. The effi-
cacy of this insulating method was revealed in comparisons
of the total electrical power dissipation with the total thermal
power carried by the water cooling lines and steady-flow
circuit. When the refrigerator was allowed to operate long
enough~typically 6 h! to reach equilibrium, the fractional
difference between the heat rejected to the water and the
algebraic sum of the other powers was typically less
than 3%.
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III. RESULTS

As ṁ was varied during measurements, the values of
up1u, T0 , andTC were held constant by adjusting the electric
power to the speakers, the water flow rate through the ambi-

ent heat exchanger, and the electric powerQ̇C supplied to the
cold heat exchanger. This resulted in a condition that also
kept resonator temperature constant, so the resonance fre-

quency was fixed. The effects ofṁ on the dependent vari-

ablesTm(x), Ẇac , andQ̇C were then measured. We selected
up1u/pm50.020 as a reasonable compromise between power
~more accurately measurable at higher amplitudes! and con-
sistency with the low-amplitude approximation inherent in
thermoacoustic analysis based on Rott’s work.3,4 We selected
T05308.0 andTC5300.5 K; this temperature difference was
large enough for accurate temperature measurements yet
small enough that the refrigerator could provide a large, ac-
curately measurable cooling power.

Although a complete numerical model~described in Ref.
6! of the entire apparatus was used for some comparisons,
the most important numerical results were obtained with a
much simpler partial model that integrated8 from the pres-
sure node at the bottom of the resonator up through one
stack–heat-exchanger assembly just to the location of the
pressure sensor above the stack–heat-exchanger assembly.
Thus, uncertainty about speaker power~see below! did not
affect the results of this integration. The usual thermoacous-
tic momentum and continuity equations were integrated
throughout the model, and were augmented in the stack by
Eq. ~4!. The geometry, the gas pressure and mixture compo-
sition, the operating frequency, the temperatures at the two
ends of the stack, the steady mass flow rate, the pressure
amplitude at the pressure transducer above the stack–heat-
exchanger assembly, andp150 at the pressure node were set
equal to their experimental values and treated by the integra-
tion as given. Results of the integration then included the
complex pressure and volume velocity everywhere, the tem-
perature profile within the stack, the cooling load applied at
the cold heat exchanger, and the acoustic power supplied at
the top of the stack–heat-exchanger assembly.

The dramatic effect ofṁ on Tm(x) is illustrated in Fig.
4, which shows the temperature as a function of distance
from the ambient end of the stacks for a few representative
values ofṁ. The filled and open symbols represent the mea-
sured values, with the error bars showing the uncertainties in
the thermocouple readings. Atṁ50 the temperature profile
is nearly linear, as discussed in the Introduction. Nonzeroṁ
distorts the temperature profile with sign and shape consis-
tent with the qualitative description in the Introduction and
the approximate Eq.~6!. The similarity between Figs. 4~a!
and~b! also shows that the steady flow is substantially equal
in the two stacks, although the steady-flow delivery system
guarantees only that the sum of the flow rates through the
two stacks is fixed. The fact that the steady flow always
automatically split evenly between the two stacks is encour-
aging for possible practical applications; we had noa priori
reason to be certain of such stability.

The solid curves in the figure represent numerical

integration8 of the partial model described above, incorporat-
ing Eq. ~4!. Overall, the measurements and numerical inte-
grations of Tm(x) are in good agreement, confirming the
understanding of superimposed thermoacoustic and steady
flow embodied in Eq.~4!. It is difficult to provide quantita-
tive estimates for the uncertainty in the calculated curves,
which could be due to uncertainties in fabricated geometry
~such as the presence of the fiberglass stack supports, slightly
nonparallel nylon-monofilament stack spacers, etc.! and to
the low-amplitude acoustic model’s assumption that the gas
displacement amplitude is much smaller than the stack
length ~see below!.

Obtaining the experimental powerQ̇C absorbed by the
stack from the cold heat exchanger required some care, be-
cause some of the electric powerQ̇elec dissipated in the cold
heat exchanger was transferred to the steady flow, causing a
small difference between the temperatureTC of the cold end
of the stack and the time-averaged temperature of the gas just
below the heat exchanger,Tbelow. The heat load absorbed by
the cold end of the stack was obtained fromQ̇elec by mea-
suring these two temperatures and using

Q̇C5Q̇elec2ṁcp~Tbelow2TC!. ~10!

This steady-flow correction for obtainingQ̇C was, of course,
zero atṁ50. It was largest for the largestṁ and smallest
Q̇C , where for exampleQ̇C53 W andQ̇elec519 W for ṁ
53.5 g/s for the left stack. At the opposite extreme for the

FIG. 4. Mean temperature as a function of distance from the ambient end of

the stack, at representative steady flow rates.~a! Left stack. Squares,ṁ

50; open circles,ṁ53.35 g/s; filled circles,ṁ524.34 g/s.~b! Right stack.

Squares,ṁ50; open circles,ṁ54.51 g/s; filled circles,ṁ524.34 g/s. The
curves are the results of numerical integrations of Eq.~4! and the ther-
moacoustic momentum and continuity equations.
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left stack,Q̇C5129 W andQ̇elec5100 W for ṁ524.2 g/s.
Figure 5 shows some powers as a function of steady

mass flow rate, all atup1u/pm50.020,T05308.0 K, andTC

5300.5 K. Signs for allQ̇’s and for ṁ are chosen so that
positive values correspond to operation as a refrigerator:
Positive heat transfer rates flow into the stack, removing heat
from the steady flow or from the cold heat exchanger. Sym-
bols are measured values, with the uncertainties in the data
typically lying within the areas covered by the symbols. The
curves are the results of numerical integrations of the partial
model.

The open circles and associated straight lines are simply
ṁcp(T02TC), representing the enthalpy removed from the
steady flow as it passed through the stack. The dark triangles
are cold-end cooling powersQ̇C , obtained from measured
values of electric power dissipation in the cold heat ex-
changer and corrected for steady flow using Eq.~10!. The
open squares represent the total refrigeration power: the sum
of Q̇C and the steady flow’s enthalpy change across the
stack. The curves associated with the triangles and squares
are numerical integrations of the relevant equations, obtained
in the same fashion as the curves in Fig. 4.

The qualitative trends in the observed dependences of
Q̇C andQ̇C1ṁcp(T02TC) on ṁ are predicted very well by
the numerical integrations of Eq.~4! and the other ther-
moacoustic equations, reinforcing our confidence in Eq.~4!.

Quantitative disagreements between the measurements and
numerical integrations are less than 20 W, typically 10% of
total power, and are probably due to a combination of uncer-
tainty in geometrical parameters of the hardware that are
used in the numerical integration and inappropriateness of
the low-amplitude acoustic model’s assumption that the gas
displacement amplitude is much smaller than the stack
length. The systematic differences between the right and left
stacks’ disagreements suggest hardware imperfections. How-
ever, the shared disagreements suggest a common cause. The
peak-to-peak gas displacement amplitude in the stack was 2
cm, of the order of 10% of the length of the stack, so we
would not be surprised by 10% errors in results predicted by
the low-amplitude thermoacoustic equations, which are
based in part on the assumption of negligibly small displace-
ment amplitudes.

Figure 6 shows acoustic power delivered to the resona-
tor from the fronts of the speakers, as a function of steady
flow rate. The open circles with error bars represent the mea-
sured acoustic power delivered on the left side, found using
measured complex pressure amplitudes and the speaker-
diaphragm displacement relation given by Eq.~9!; the corre-
sponding dark circles are similar values for the right side.
The near equality of the left and right results indicates the
control achieved by the microphone mixers in balancing the
acoustic power delivered to each side of the resonator, but
the independence fromṁ is a more interesting, less direct
consequence of the experimental conditions. The acoustic
power delivered to the resonator was independently esti-
mated using an enclosed-speaker algorithm with the mea-
sured speaker parameters in the complete numerical model of
the apparatus. The circles connected by lines in Fig. 6 rep-
resent the values of acoustic power calculated with this nu-
merical model. The numerically estimated acoustic power
delivered to the resonator exhibits the same independence of
ṁ as the measured data, but disagrees in magnitude by al-
most a factor of 2.

This large disagreement indicates a failure of either or

FIG. 5. Several thermal powersQ̇ as a function of steady flow rateṁ, ~a!
for left stack and~b! for right stack. Symbols are experimental results and
lines are numerical results. The circles are steady-flow enthalpy change, the

triangles are the heatQ̇C extracted from the cold heat exchanger by the

stack, and the squares are the sum of these two.~At ṁ.0, the curves end

whereQ̇C drops to zero.!

FIG. 6. Acoustic power delivered by the speakers as a function of steady
flow rate. Open symbols are for the left speaker pair, and filled symbols for
the right speaker pair. The values near 55 W are the result of Eq.~9!, using
experimental values for pressure amplitudes obtained during the measure-
ments described in Sec. II. The values near 33 W are the result of a DeltaE
model, using the speaker parameters obtained during preliminary measure-
ments described in Sec. I.
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both of these methods of obtainingẆac . In hindsight, we
suspect that the factory-equipped cooling system built into
each speaker causes both methods to be inaccurate for this
apparatus. At typical operating conditions, gas velocities in-
duced by the cooling system past the voice coil and through
the ports in the magnet were of the order of 50 m/s, and
pressure differences of the order ofruu1u2/2'1 kPa and
power dissipations of the order of 10 W per speaker are to be
expected in the unstreamlined passages through which this
high velocity passed. Neither the numerical model nor Eq.
~9! ~which assumes that the cavity volumeVback experiences
spatially uniform oscillating pressure! can account for this
complicated situation. Future modeling of such speakers in
similar circumstances will require either a more sophisticated
analysis than that which led to Eq.~9! here or an effort to
choose~or modify! the speakers in order to simplify the cav-
ity geometry.

IV. CONCLUSIONS

Deliberate superposition of steady flow parallel to the
thermoacoustic oscillations in a stack can indeed be used to
cool the steady flow as it passes through the stack. The
agreement between measurements and numerical integra-
tions for stack temperature profile and cooling power sum-
marized in Figs. 4 and 5 suggests that Eq.~4! describes the
total power flow in a stack when such steady flow exists.

As ṁ was increased, adding steady-flow heat load to the
refrigerator, it was necessary to reduceQ̇C in order to main-
tain T02TC constant. Figure 5 shows the details of this
tradeoff: The total refrigeration powerQ̇C1ṁcp(T02TC)
rose withṁ. This increase in total cooling power while the
acoustic power needed to drive the device remained constant
illustrates the increase in efficiency, discussed in the Intro-
duction, that occurs as some of the total heat load is shifted
from TC to temperatures greater thanTC as steady flow in-
creases. If we define the coefficient of performance~COP! as
total cooling power divided by acoustic power, the COP in-
creases about 20% as the cooling power is shifted completely
from Q̇C to ṁcp(T02TC). This is much less than the ideal
factor-of-two efficiency increase discussed in the Introduc-
tion, but our refrigerator was also far from ideal in many
other respects. Atṁ50, its COP was only roughly 4% of
Carnot’s COP, and apparently most of the irreversibilities
responsible for this low COP are not improved by steady
flow. Future exploration of these details will be interesting
and important.

Determination of the acoustic power delivered by a
speaker based on measurements of complex pressure ampli-
tude on both sides of the speaker diaphragm and knowledge

of the enclosed volume on one side requires attention to the
details of the enclosed volume, lest pressure differences
within the enclosed volume invalidate the theory of the mea-
surement.

This work focused on a standing-wave thermoacoustic
refrigerator with parallel superimposed steady flow, but we
hope that engines, traveling-wave devices, and devices with
perpendicular superimposed steady flow will also demon-
strate interesting phenomena and lead to practical applica-
tions.
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Modeling piezoceramic transducer hysteresis in the structural
vibration control problem

S.-H. Lee and T. J. Roystona)

University of Illinois at Chicago, Chicago, Illinois 60607

To appropriately assess, compensate for and/or potentially utilize piezoceramic transducer
nonlinearities, reversible and irreversible, in the structural vibration control problem, a suitable
theoretical framework is needed. In this study such a framework is developed and experimentally
evaluated for a basic pedagogical structural vibration control system, the simply supported beam
with a monolithic piezoceramic wafer bonded to it that can be both electrically shunted and/or
driven by an external electric source. A constitutive model for the piezoceramic~PZT! wafer by
itself is formulated that incorporates reversible~higher order polynomial! and irreversible
~hysteretic! dielectric nonlinearity. An identification scheme for the model is validated
experimentally. The nonlinear PZT model is then integrated into the coupled dynamic equations of
the overall system consisting of the simply supported beam and the electrically shunted PZT wafer
bonded to the beam. The theoretical system model is then evaluated by comparing its predictions to
experimental results. Energy loss and transduction mechanisms in the integrated structural system
are investigated. ©2000 Acoustical Society of America.@S0001-4966~00!04012-1#

PACS numbers: 43.40.At, 43.40.Ga, 43.38.Fx@CBB#

I. INTRODUCTION

A number of studies have shown that, in addition to
minor reversible nonlinearity, significant irreversible nonlin-
earity in the form of dielectric hysteresis is present in piezo-
ceramic transducers, such as those based on lead zirconate
~PZT!.1–17 Hysteresis can have a detrimental effect on the
performance of the piezoceramic in structural vibration con-
trol applications. Hysteresis can cause multiple output states
for a given input state, frustrating open-loop control, and it
can generate unwanted amplitude-dependent phase shifts and
harmonic distortion which reduce the effectiveness of feed-
back control. On the other hand, it can be argued that hys-
teresis could potentially be harnessed as a means of un-
wanted vibratory energy dissipation in passive, adaptive and
active control scenarios.

In order to appropriately assess the impact of, compen-
sate for, and potentially utilize piezoceramic transducer non-
linearities, reversible and irreversible, in the structural vibra-
tion control problem, a suitable theoretical system model is
needed. For design robustness, parameters used in this model
should be obtainable from studies on the individual compo-
nents that make up the complex structural system, such as
the individual transducers and elements of the mechanical
structure. Additionally, overall performance assessment
should be based on both the resulting reduction in vibratory
energy and the level of control energy required. In other
words, an analysis of vibratory power generation, transduc-
tion and dissipation throughout the structure and integrated
transducers is desirable.

In the study reported in this article, the issues mentioned
above are addressed in the context of a basic pedagogical
structural vibration control problem, the simply supported

beam with a monolithic piezoceramic wafer bonded to it that
can be both electrically shunted and/ or driven by an external
electric source. Specific objectives are as follows:

~1! Formulate a constitutive model for the piezoceramic
~PZT! wafer that incorporates reversible~higher order
polynomial! and irreversible~hysteretic! nonlinearity.

~2! Devise an experimental identification scheme for the
constitutive model and validate it experimentally.

~3! Integrate the nonlinear PZT model into the coupled dy-
namic equations of the overall system consisting of a
simply supported beam and electrically shunted PZT wa-
fer bonded to the beam.

~4! Numerically simulate the coupled system equations and
evaluate the theoretical developments by comparison to
experimental results.

~5! Investigate energy loss and transduction mechanisms in
the integrated structural system.

II. NONLINEAR MODEL FOR PIEZOCERAMIC
MONOLITHIC WAFER

A. Quasistatic piezoelectric nonlinear constitutive
equation

Consider a monolithic piezoceramic wafer with geom-
etry depicted in Fig. 1. Take the case whereT35T25D1

5D25E15E250. Then the linear constitutive equations may
be expressed in the following form:

S15s11
D T11g31D3 , ~1a!

E352g31T11b33
T D3 . ~1b!

Here, nomenclature follows that of ANSI/IEEE standard
176-1987 on piezoelectricity. In this formulation indepen-
dent variables are mechanical stressT and electric displace-
ment D. Dependent variables are mechanical strainS and
electric fieldE. SuperscriptsD andT refer to ‘‘at constant’’

a!Author to whom correspondence should be addressed: Department of Me-
chanical Engineering, University of Illinois at Chicago, 842 West Taylor
St., MC 251, Chicago, Illinois, 60607. Electronic mail: troyston@uic.edu
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electrical displacement or mechanical stress, respectively,
and numerical subscripts refer to geometric direction~see
Fig. 1!. Coefficientss, g, andb refer to the elastic compli-
ance coefficient, piezoelectric constant, and the dielectric im-
permeability, respectively.

A number of studies have shown that, even at relatively
low electrical and/or mechanical stress levels, piezoelectric
ceramics exhibit substantial rate-independent nonlinear be-
havior, primarily hysteretic, in their electroelastic interaction
which is not accounted for in the linear formulation of the
electroelastic equations for the piezoceramic material. For
example, Goldfarb and Celanovic4 and Main and Garcia5–7

have measured a strong hysteretic relation between electrical
displacementD and fieldE. Take nonlinear behavior in the
PZT to be in the dielectricbT relation. It will be denoted as
a bracket$ % in the following equations:

S15s11
D T11g31D3 , ~2a!

E352g31T11$b33
T D3%. ~2b!

These equations do agree with experimental observations of
PZT reported in the literature. For example, Goldfarb and
Celanovic4 observed that the applied electrical displacement
~D! versus strain~S! relation under zero stress~T! was re-
versible, but that applied electric field~E! versusS under
zero T was not. They also observed that the mechanical
stress-strain relation under constant electric displacement
was reversible whereas the relation under constant electric
field was hysteretic. Damjanovicet al.8–10 observed that the
applied stress versus electrical displacement relation was
hysteretic.

B. A generalized Maxwell resistive capacitor
hysteresis model with reversible nonlinearity

In previous articles of the authors,1–3 it has been shown
that hysteretic behavior in another type of PZT-based trans-
ducer, the 1-3 composite, was accurately modeled using a
Maxwell resistive capacitor~MRC! hysteresis model for
electric field/displacement levels sufficiently less than satu-
ration~less than 80% of the coercive field to avoid depoling!.
A new generalized version of the MRC model is applied to
the monolithic PZT wafer in the present study. The modifi-
cation is to account for minor reversible nonlinearity present
in the dielectric relationship in addition to the irreversible
hysteretic relationship. Also, in previous articles,2,3 it has
been proven that the MRC hysteresis model represents a sub-
set of classical Preisach~CPM! hysteresis models. In fact,

this relationship can be used to develop an efficient online
identification routine for the MRC model and its inverse.
These developments will be extended to the generalized
MRC ~GMRC! model of the present study.

The GMRC model is schematically represented in Fig. 2
where the formulation is in terms of electrical field and dis-
placement,E andD. Referring to Fig. 2, the model may be
implemented into the otherwise linear constitutive equations
~1a! and ~1b! as follows:

S15s11
D T11g31D3 , ~3a!

E352g31T11GMRC$b33
T D3%, ~3b!

with GMRC(b33
T D3)5 (

i 51

n

Erc
( i ) where

if ub33
T~ i !@11a~D32Db

~ i !!#~D32Db
~ i !!u,erc

~ i !,

then Erc
~ i !5b33

T~ i !@11a~D32Db
~ i !!#~D32Db

~ i !!,
~3c!

otherwise Erc
~ i !5erc

~ i ! sign@Ḋ3#

and Db
~ i ! is set such that

ub33
T~ i !@11a~D32Db

~ i !!#~D32Db
~ i !!u5erc

~ i ! .

Here, the termsb33
T , eN , m, erc , andDb may be viewed

as electrical analogies to a mechanical spring stiffness, nor-
mal force, Coulomb friction coefficient, the force due to
Coulomb friction and the displacement from an equilibrium
position of the massless box, respectively. The parametera
accounts for a reversible nonlinear ‘‘spring stiffness’’ effect.
If a50, the MRC model is recovered. Certainly, additional
higher order polynomial terms could be included in the di-
electric impermeability expression and a different value of

FIG. 1. Schematic of the piezoceramic~PZT-5H! monolithic wafer. Nickel
electrode sputtered on ‘‘3’’ sides. Dimensions in millimeters.

FIG. 2. Generalized Maxwell resistive capacitor~GMRC! hysteresis model.
~a! Equivalent electric circuit of Eq.~3b!. ~b! Equivalent mechanical anal-
ogy of GMRC operator of Eq.~3c!.
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a ( i ) could be used for eachb33
T( i ) . However, the above gen-

eralization is sufficient to illustrate the new concepts pre-
sented in this work without unnecessary complexity.

The authors have established that the MRC hysteresis
model and its inverse are particular cases of the classical
Preisach hysteresis model.2,3 @Indeed, the basic MRC unit or
operator is an elementary stop hysteron, as defined in the
magnetics literature;18,19hysterons are also the basic building
blocks of the Prandtl-Ishlinskii hysteresis models. Addition-
ally, the MRC operator is related to the Krasnosel’skii and
Pokrovskii ~KP! operator mentioned in recent studies that
use it for actuator hysteresis compensation.20 The KP opera-
tor is, in the terminology of Krasnosel’skii and Pokrovskii,21

a play hysteron, for which the stop hysteron is, in some
cases, its inverse.# Put simply, the classical Preisach model
~CPM! combines the outputs of a collection of independent
bi-stable relays to form its output according to the following
formula:22

f ~ t !5E E
x>y

m~x,y!gxy@u~ t !# dx dy. ~4!

Here, f (t) is the output~in our case$b33
T D3%!, u(t) is the

input ~in our caseD3!, m(x,y) is a weighting function and
gxy is the simple hysteresis relay operator whose value is
determined by the input operation depicted in Fig. 3.

Consider a GMRC model withn51 elasto-slide ele-
ments as shown in Fig. 4~a!. The following Preisach function
approximately represents this behavior foruaD3u,1:23

m~x,y!' 1
2b33

T~1!@11a~x1y!#$d@x2y#2d@x2y2w1#%,
~5!

where d denotes the Dirac delta function andw1

52erc
(1)/b33

T(1) . For the single elasto-slide element of Fig.
4~a! an inverse is not well defined due to the horizontal por-
tions of the relationship. To address this issue, now consider
the model depicted in Fig. 4~b! with one completely revers-
ible nonlinear ‘‘spring’’ elementb33

T(2) and one nonlinear
spring elementb33

T(1) that is a part of a slip element with a
‘‘slip force’’ of erc

(1) . More generally, one may consider that
there are slip elements associated with both springs, buterc

(2)

is sufficiently large that it is never reached andDb
(2)50 for

all time. Unlike the MRC model, the GMRC model does not
satisfy the two necessary and sufficient conditions for it to be
considered a classical Preisach model.22 While it satisfies the
wiping out property, it does not satisfy the property of con-
gruent minor loops. However, minor loops resulting from
back-and-forth input variations between the same two con-
secutive extrema will have equal vertical chords. Conse-
quently, the GMRC is a subset of the nonlinear Preisach
hysteresis model~NPM!.22 In general, the NPM requires de-
pendence on three variables in the weighting functionm. But,
in the approximate analysis here, dependence on onlyx andy
is reasonable.23

For the relationship depicted in Fig. 4~b!, the Preisach

FIG. 3. Preisach hysteresis relay operator,gxy@u(t)#.

FIG. 4. Simple GMRC models.~a! Single MRC~dashed! and GMRC~solid!
elasto-slide element.~b! Single MRC ~dashed! and GMRC~solid! elasto-
slide element in parallel with elastic element.
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weighting function can be expressed as follows:

m~x,y!' 1
2$~b33

T~1!1b33
T~2!!@11a~x1y!#d@x2y#

2b33
T~1!@11a~x1y!#d@x2y2w1#%. ~6!

The above formulation can be generalized to the case of Fig.
2. Suppose thaterc

(n) is sufficiently large that it is never
reached andDb

(n)50 for all time. Then we have the follow-
ing:

m~x,y!'
1

2 H (
i 51

n

~b33
T~ i !!@11a~x1y!#d@x2y#

2 (
i 51

n21

~b33
T~ i !@11a~x1y!#d@x2y2wi # !J . ~7!

For the case thata50 ~the MRC model! the Preisach
weighting function has some unique features as can be ob-
served in Fig. 5~a! wherem(x,y) is graphed. Essentially, the
MRC model represents a subset of classical Preisach weight-
ing functions with the following properties:

~1! The m(x,y) function consists of a countable number of
lines parallel to thex5y line.

~2! The number of lines corresponds to the number of MRC
hysteretic elasto-slide elements.

~3! Each line has a constant value along its length.

~4! This constant value and the line’s distance from thex
5y line are directly related to MRC elasto-slide element
properties.

In terms of MRC model identification, one could first estab-
lish whether or not a particular hysteretic relationship meets
the criterion of congruency and wiping out to be described
by the CPM.22 Having established this, one then could check
for the validity of a MRC representation by checking for a
constant value along lines parallel to thex5y line. For the
case thataÞ0 ~GMRC model! the Preisach weighting func-
tion is modified in the following sense. For a given line
parallel to thex5y line, there is not a constant value along
its length, but rather a value that is linearly increasing or
decreasing for increasingx andy values. In fact, the slope of
this line is proportionally related to the value ofa.

Preisach model identification is accomplished by deter-
mining the first order transition~reversal! curves. These can
be graphically represented in terms of the following Everett
function,

F~x8,y8!5 1
2~ f x82 f x8y8! ~8!

in the T(x,y) triangle, similar tom(x,y) as shown in Fig.
5~b!. These are obtained by first monotonically increasing
the input value from negative saturation tox8, obtaining the
output valuef x8 . Then, the input is monotonically decreased
to y8, obtaining the output valuef x8y8 . This results in the
following:

F~x8,y8!5 E E
T~x8,y8!

m~x,y! dx dy, ~9!

where T(x8,y8) denotes the triangular region bordered by
the maximum value ofx8, the minimum value ofy8 and the
line x5y. Note that the prime is used onx and y where
necessary to denote a specific value.

Based on Eqs.~7!–~9! we have the following for the
GMRC model in Fig. 2:

F~x,y!'H 1

2 (
i 51

n

b33
T~ i !J @11a~x1y!#~x2y!

2
1

2 (
i 51

n21

$b33
T~ i !@11a~x1y!#~x2y2wi !

3H@x2y2wi #%, ~10!

where H@l# denotes the Heaviside function with

H@l#5H 1, l.0,

0, l,0.
~11!

Like m(x,y), the functionF(x,y) of the GMRC hysteresis
model has a constant slope along lines parallel to thex5y
line. Unlike the representation ofm(x,y), for finite GMRC
elements~finite n! the resulting graph ofF(x,y) is continu-
ous over the regionT(x,y) but its derivatives are discontinu-
ous. Consequently, having experimentally determined
F(x,y) based on the first order transition curves, one could
then check if it has the property of a constant slope along
lines parallel to thex5y line. If so, then it may be approxi-

FIG. 5. Functional relationships of classic Preisach representation of the
MRC hysteresis model.~a! Weighting functionm(x,y). ~b! Everett function
F(x,y) based on first order transition curves.
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mated by the GMRC model. Note that the level of accuracy
or resolution that is needed in approximating the experimen-
tally measured relationship will determine the number of
GMRC elasto-slide elements and whether or not additional
higher order polynomial terms are required to describe re-
versible nonlinearity. As a final comment here, it is noted
that, in general, nonlinear Preisach models require second
order reversal curves for their determination. But, for the
specific case of the GMRC model, first order reversal curves
~which are used to construct the Preisach and Everett func-
tions! are sufficient for the approximate analysis here when
uaD3u,1.23

C. GMRC model identification

A method for identification of the GMRC model is now
presented. It is virtually identical to the identification routine
for the MRC model2 except for the last step that is required
to identify a. The developed methodology assumes that
uxmaxu5uyminu but can be easily generalized. TheT(x,y) tri-
angle is divided byn lines parallel to thex5y line that are
equally separated in distance with thenth line intersecting
the point (x,y)5(xmax,2xmax). Hence, we havewi values of
equal increments in length denoted by the following:

wi5
i2

n
xmax, i 51, ... ,n. ~12!

Then, given the experimentally determined functionF(x,y),
it is possible to average its values along lines parallel to the
x5y line at distanceswi from thex5y line. These averaged
values will be denoted

Fx8 i5
1

&~2xmax2wi !
E

ymin

xmax
F~x8,x82wi ! dx, ~13!

and we define

Fx85F Fx81

]

Fx8n

G . ~14!

Equations~10!–~14! may be written in the following form,
solving for the vectorb33

T of the unknown MRC elastic co-
efficients:

b33
T 5F b33

T~1!

]

b33
T~n!

G5
n

xmaxF 1 1 ¯ 1 1

1 2 ¯ 2 2

] ] 3 ¯ 3

1 2 ] � ]

1 2 3 ¯ n

G 21

Fx8 . ~15!

Upon determining the elastic coefficients, the sliding con-
stants can be determined using the following:

erc
~ i !5

ixmax

n
b33

T~ i ! , i 51, ... ,n21. ~16!

Note that a value forerc
(n) is not needed as this is not used in

Eq. ~10! since it is assumed that the input values do not
exceed the region ofT(x,y).

To estimatea, the average value of the Everett function
along the linex5y1w1 is subtracted and, based on a least
squares linear curve fit, the average slope]Fw1 /]r of the
Everett function along this line is determined. Then we have
the following:

a5S ]Fw1

]r D Y F&xmax

n (
i 51

n

b33
T~ i !G . ~17!

The inverse MRC model and its identification can be found
in previous works of the authors3 and extension to the in-
verse of the GMRC model will be discussed in an upcoming
publication.23 Extension of the identification scheme to the
case of higher order polynomials in the dielectric relation-
ship is left for future work. It is sufficient to state here that
one would expect additional higher order terms to corre-
spond to curvature on the Everett surface along lines parallel
to x5y. The coefficients of a least squares polynomial curve
fit could be related to the coefficients of higher order terms
for the ‘‘spring stiffness’’ in the dielectric GMRC model.

D. Hysteretic energy loss for the general loading
condition

Following the derivation in Section 3.5 of Mayergoyz,22

the hysteretic energy lossQ for a monotonic increase in in-
put u from u2 to u1 in a CPM system can be expressed as
follows:

Q~u2 ,u1!5~u12u2!F~u1 ,u2!2E
u2

u1

F~u1 ,y! ]y

2E
u2

u1

F~x,u2! ]x. ~18!

It is also proved in Ref. 22 thatQ(u2 ,u1)5Q(u1 ,u2).
From this it follows that an expression for dielectric energy
loss in a MRC hysteresis model for a monotonic increase~or
decrease! in D3 is

Q~D32 ,D31!5Q~D31 ,D32!

5
1

2 (
i 51

n21

b33
T~ i !wi~D312D322wi !

3H@D312D322wi #. ~19!

The units are in energy per unit volume~e.g., J/cm3!. A
logical extension of it to the GMRC model is as follows:

Q~D32 ,D31!5Q~D31 ,D32!

'
1

2 (
i 51

n21

b33
T~ i !@11a~D311D32!#

3wi~D312D322wi !H@D312D322wi #.

~20!

An alternative means of calculating hysteretic energy loss in
this case is to utilize its physical analogy as a collection of
Coulomb friction components denoted in Fig. 2. Work done
against the friction force for each of the slide elements rep-
resents energy dissipation from the system. The total hyster-
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etic energy dissipation could be expressed in the following
form:

Q5 (
i 51

n21

Qi ~21a!

where

Qi5E
Db,start

~ i !

Db,finish
~ i !

erc
~ i !]uDb

~ i !u. ~21b!

For a monotonically increasing input this would be approxi-
mated as follows:

(
i 51

n21 E
Db,2

~ i !

Db,1
~ i !

erc
~ i !]Db

~ i !

'
1

2 (
i 51

n21

b33
T~ i !@11a~D311D32!#wi~D312D322wi !

3H@D312D322wi #. ~22!

Hence, the calculation of hysteretic energy dissipation using
the Preisach argument agrees with the calculation using a
physical argument.

III. EXPERIMENTAL STUDY OF PZT MONOLITHIC
WAFER

Manufacturer and experimentally measured specifica-
tions for the piezoceramic~PZT! wafer considered in this
study are provided in Table I. Relations betweenE3 , D3 and
S1 were measured up to several hundred Hz and 80 V am-
plitude. A Trek Model P0623A-G high-voltage amplifier was
used. Here, electric current and voltage across the ‘‘3’’ di-
rection are measured by the Trek amplifier and mechanical
strain in the ‘‘1’’ direction is measured using a Polytec PI
CLV 800 laser Doppler vibrometer. Sample measurements
shown in Figs. 6 and 7 qualitatively confirm the proposed
hysteresis model of Eqs.~3a! and ~3b! for the case ofT1

50. However, the measurements do show some rate-
dependence, particularly with respect to mechanical strain,
S1 . It is expected that, as frequency increases, mechanical

dissipative effects will introduce rate-dependence. Addition-
ally, it was found at very low frequencies, 1 Hz or less, that
there was drift in the electrical and mechanical variables,
possibly due both to meta-stability issues as well as instru-
mentation limitations. Consequently, for most of this study,
the excitation was set to 5 Hz to avoid rate-dependence; the
focus here is on modeling the underlying rate-independent
behavior.

Under these constraints, the dielectric PZT hysteresis
can be accurately modeled using the classical Preisach
model. This was verified by testing wiping-out and congru-
ent properties forT150.22 Based on experimental first order
reversal curves the Everett function surface can be generated
as shown in Fig. 8. First, three MRC models with different
numbers of elements,n52, 5 and 20, were determined and
are given in Table II. Simulation results using the identified
Preisach model and different MRC models (a50) were
compared with experimental results for sinusoidal and arbi-
trary voltage input waveforms as shown in Figs. 9–11. There
is a definite asymmetry in the experimental relationship par-

FIG. 6. Experimental measurements of the PZT wafer for sinusoidal voltage
~electric field! excitation from 1 to 50 Hz with amplitude 80 V. Vertical
offset added for ease of visual comparison.

TABLE I. Manufacturera and experimentally determined~* ! parameter val-
ues of monolithic PZT wafer.

PZT density rp 7800 kg/m3

PZT width bp 0.072 39 m
PZT thickness hp 0.000 266 7 m
Coupling coefficient k31 0.44
Young’s modulus E11 6.231010 N/m2

E33 5.031010 N/m2

Piezoelectric constants d31 2320310212 m/V
d33 650310212 m/V
g31 29.531023 V-m/N

Capacitance 61031029 Farads
Mechanical stiffness* c̄11

D 13.6431010 N/m2

~based on experiment! c̄12
D 25.6831010 N/m2

Piezoelectric
constants*

g31 210.131023 V-m/N

~based on experiment! h31 21.353109 V/m

aPiezo Systems, Inc.~Piezoelectric Single Sheet, PSI-5H4E, Part no.: T110-
H4E-602!.
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FIG. 7. Experimental measurements of the PZT wafer for sinusoidal voltage
~electric field! excitation at 5 Hz with amplitude from 8 to 80 V~and de-
creasing negative dc bias!.

FIG. 8. Experimental Everett surface for the PZT wafer.

FIG. 9. Comparison of experiment, CPM and MRC (n52,5,20) hysteresis
model simulations for the PZT wafer with sinusoidal input at 5 Hz. Vertical
offset added for ease of visual comparison.

TABLE II. Identified MRC parameter values for the monolithic PZT wafer.

n52 b33
T( i )31026 0.53325, 1.78940

erc
( i ) 0.38850,̀

n55 b33
T( i )31026 0.30868, 0.23188, 0.18356, 0.41700, 1.67796

erc
( i ) 0.08996, 0.13515, 0.16048, 0.16529,`

n520 b33
T( i )31026 0.15688, 0.08362, 0.07663, 0.07183, 0.06788,

0.06433, 0.06102, 0.05784, 0.05476, 0.05174,
0.04877, 0.04584, 0.04294, 0.04009, 0.03730,
3.46269, 0.03223, 0.03083, 0.03527, 1.62803

erc
( i ) 0.01142, 0.01218, 0.01675, 0.02093, 0.02472,

0.028123, 0.03112, 0.03371, 0.03590,
0.03769, 0.03908, 0.04007, 0.040675,
0.04089, 0.04076, 0.04036, 0.03992, 0.04043,
0.04882,̀
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ticularly evident in Fig. 11 that is not captured by the MRC
model.

Following the developments of Sec. I, ann520
GMRC model was identified witha55.25133104 cm2/C
based on the Everett function of the experimental data and
Eq. ~17!. In Fig. 11, this GMRC model is also compared to
the optimal MRC and CPM models as well as experimental
results for a sinusoidal input. While the GMRC model is an
improvement over the MRC model, the classical Preisach
~CPM! model is still the most accurate. In Fig. 12, lines
parallel tox5y on the Everett surface do not have constant
value or constant slope. Consequently, for greater accuracy
additional higher order terms in the MRC dielectric relation-
ship would be needed, or use of the more numerically com-
plex CPM might be required. Nonetheless, the GMRC model
is an improvement over the MRC model, but with a cost in
complexity. Yet, it is substantially less complex in its imple-
mentation relative to the CPM or other Preisach models and
may be a reasonable compromise in speed versus accuracy in
simulation or real-time model-reference control applications.

The MRC and GMRC models were used to study hys-
teretic energy loss in the PZT wafer for the case of sinusoidal

and arbitrary excitation histories. For sinusoidal excitation, a
simple solution can be obtained by conservation principles.
For the caseT1'0 there is no mechanical energy output and
the hysteretic energy dissipation should equal the electrical
energy input. With harmonic voltage excitation at 5 HzE3

andD3 were recorded, as shown in Fig. 9~a!. The energy loss
per cycle per unit volume is equal to the area within the
closed curve. Its value is 0.9531023 J/cm3. Equations~18!–
~22! were also used with the time record ofE3 and identified
MRC model parameters withn52, 5 and 20 that are listed in
Table II, as well as then520 GMRC model with a
55.25133104 cm2/C. Values for energy loss per cycle per
unit volume were calculated to be 0.56, 0.73 and 0.76
31023 J/cm3, respectively, for the MRC models (n
52,5,20). The GMRC model withn520 yielded nearly
identical results as that of the MRC model withn520. Time
histories of energy quantities are shown in Fig. 13.

Hysteretic energy loss as a function of time was calcu-
lated for the arbitrary inputE3 denoted in Fig. 10~a!. Given
E3 and D3 , Eq. ~22! and the MRC model parameters of
Table II, it is possible to calculate the energy input and hys-
teretic energy loss as a function of time. These curves can be
integrated over time to determine the cumulative energy in-
put and hysteretic loss as a function of time. Since mechani-
cal energy output should be negligible withT'0, the cumu-
lative electrical energy input and hysteretic energy losses
should asymptotically agree. This trend is evident in Fig. 14.
Here again, MRC and GMRC models with more slide ele-
ments yield more accurate results.

IV. NONLINEAR SYSTEM MODEL

The system under consideration is schematically shown
in Fig. 15. For the derivation of the equations of motion of
the electro-elastic continuum, it is assumed that the trans-
verse displacementw(x,t) is the same for the PZT wafer and
beam and that there is perfect bonding between them. Under
this assumption, Hamilton’s principle can be employed to
derive the equations of motion for the coupled electrome-
chanical system:24–26

FIG. 10. Comparison of experiment and CPM and MRC (n52,5,20) hys-
teresis model simulations for the PZT wafer with decaying sinusoidal input
at 5 Hz. Vertical offset added for ease of visual comparison.

FIG. 11. Comparison of experiment with CPM, GMRC and MRC hysteresis
model simulations for sinusoidal voltage input at 5 Hz. Key: ———
experiment, –––CPM, ---GMRC (n520), and –•–MRC (n520).
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E
t1

t2
dL dt5E

t1

t2
@dK2dUb2dUp1dW# dt50. ~23!

Here,K is the kinetic energy of the beam and PZT wafer,Ub

is the mechanical strain energy of the beam,Up is the me-
chanical and electrical energy of the PZT wafer, andW is the
work done by the applied electric voltage and external me-
chanical forces. Employing the Euler–Bernoulli beam theory
with simply supported boundary conditions, each term of the
generalized Lagrangian function,L, can be expressed as fol-
lows:

K5
1

2 E0

Lb
reAeS ]w

]t D 2

dx, ~24a!

Ub5
1

2 E0

Lb
EbI bS ]2w

]x2 D 2

dx, ~24b!

Up5
1

2 Ev
~T1S11E3D3! dv, ~24c!

W5E
0

LbS f ~x,t !2cbS ]w

]t D Dw~x,t ! dx1E
A
q̆•f dA. ~24d!

Here, w is the transverse displacement,f is the externally
applied transverse forces,cb is the beam’s damping coeffi-
cient andv is the volume of PZT. Also,q̆ is the surface
electric charge density per unit area of the electrode~electric
displacement,D3!, and f is the electric potential with the
relation ofE352]f/]z. The properties of the beam and the
piezoelectric ceramic wafer with edges atx1 andx2 along the
x direction may be expressed as follows:

reAe5rbAb1rpApx~x!5rbhbbb1rphpbpx~x!, ~25a!

EeAe5EbAb1EpApx~x!5Ebhbbb1Ephpbpx~x!, ~25b!

EeI e5EbI b1EpI px~x!

5
Ebhb

3bb

12
1

Epbp

3 S S hb

2
1hpD 3

2S hb

2 D 3Dx~x!, ~25c!

FIG. 12. Comparison of lines on the Everett surfaceF(x,y) that are parallel
to thex5y line and are equally separated in thex52y direction, spanning
the triangular regionT(x,y), Key: ———experiment and CPM, –––
GMRC (n520), and –•–MRC (n520).

FIG. 13. Electrical energy input and hysteretic energy dissipation as a func-
tion of time for sinusoidal voltage input as shown in Fig. 9~5 Hz, T150!.
Key: ———energy input from MRC simulation withn520, –––, ---, –•–
hysteretic energy dissipation from MRC simulation withn520, n55, and
n52, respectively.

FIG. 14. Electrical energy input and hysteretic energy dissipation as a func-
tion of time for decaying sinusoidal voltage input as shown in Fig. 10~5 Hz,
T150!. Key: ———energy input from MRC simulation withn520, –––,
---, –•–hysteretic energy dissipation from MRC simulation withn520, n
55, andn52, respectively.

FIG. 15. Schematic diagram of the experimental test system.
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where Ab5hbbb , Ap5hpbp , I b5hb
3bb/12, I p5(bp/3)

3((hb/21hp)32(hb/2)3), and x(x)5H(x2x1)2H(x
2x2).

Here, the subscript denotes each structural member:
beam~b! and PZT wafer~p!. Subscript~e! denotes the effec-
tive material constants, andr is the material mass density,A
is the cross sectional area,I is the moment of inertia of cross
sectional area,Lb is the length of the beam,h is the thick-
ness,b is the width,x(x) is the characteristic function, and H
is the Heaviside function~unit step function!. In the Helm-
holz free energy term, mechanical stress~T! and electric field
~E! on the PZT may have the following nonlinear constitu-
tive relationships:

T1.~c11
D 2npc13

D !S12h31D35 c̄11
D S12h31D3 , ~26a!

T2.~c12
D 2npc23

D !S12h31D35 c̄12
D S12h31D3 , ~26b!

E3.2g31T12g32T21$b33
T D3%

52g31~T11T2!1$b33
T D3%

52g31~ c̄11
D 1 c̄12

D !S112h31g31D31$b33
T D3%, ~26c!

where np52S3 /S1 , c̄11
D 5c11

D 2npc13
D , c̄12

D 5c12
D 2npc23

D ,
h315h32, g315g32, S2'0, andT350.

Note thatT1 andT2 denote the stress terms in thex and
y directions of the PZT wafer, respectively. Here,T2Þ0 due
to the differences in Poisson’s ratio of PZT~'0.4! and the
beam material~'0.33!. Also, S1 is the strain in thex direc-
tion of the PZT wafer (S1.2z]2w/]x2), E3 is the electric
field @E35V/hp~volts/length!#, D3 is the electric displace-
ment @D35Q/As~charge/area!], Q is the electric charge in
the transverse direction, andAs is the surface area of elec-
trode,As5bp(x22x1). Here,S2 is assumed to be negligible
due to the differences in Poisson’s ratio.

Substituting Eq.~26! into the variational Eq.~24c!, the
strain energy of a piezoelectric ceramic actuator adhered to
the beam may be expressed as follows,
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T D3
2% Dx~x! dx ~27!

where

Qa5AsD3 , Jp5
bp

2 S S hb

2
1hpD 2

2S hb

2 D 2D ,

Va5E3hp52L
]2Qa

]t2 2R
]Qa

]t
1Vc .

In here,Va is the actuation voltage andVc is the applied
control voltage. Provisions are made for consideration of an
electrical inductorL and resistorR in series with the control
voltageVc for hybrid ~passive and active! vibration control.

The derivation then proceeds closely following the lin-
ear derivation of Tsai and Wang26 with the addition of the

nonlinear expression denoted by the bracket$ %. The bound-
ary conditions are those of a simply supported beam,

w~0,t !5
]2w~0,t !

]x2 5w~Lb ,t !5
]2w~Lb ,t !

]x2 50. ~28!

A Rayleigh–Ritz approximation is employed with the se-
lected eigenfunctions satisfying the boundary conditions
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We obtain
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Solving this eigenvalue problem, one can obtain the natural
frequenciesv̂ r and eigenvectors

f̂ r~x!5 (
n51

N

anr sinS npx

Lb
D . ~31!

The external mechanical force vectorf is approximated by
the following:

f̂~ t !5@ f̂ 1~ t ! ¯ f̂ N~ t !#,

where

f̂ r~ t !5E
0

Lb
f ~x,t !f̂ r~x! dx. ~32!

The resulting system equations are
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1S S hb
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2 D 2Dg31~ c̄11
D 1 c̄12

D !

3
@s8~x2!2s8~x1!#T

2~x22x1!
q5Vc , ~34!

where q is the vector of generalized displacements and
@Mb#, @Kb#, and@Cb# are the mass, stiffness, and damping
matrices, respectively. Only Eq.~34! is nonlinear, but Eqs.
~33! and ~34! are coupled. Note that this formulation is in-
dependent of which hysteresis function is used to describe
dielectric nonlinearity. For example, depending on the level
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of needed accuracy versus computational cost one could em-
ploy the MRC, GMRC or Preisach functions.

V. EXPERIMENTAL STUDY OF NONLINEAR
STRUCTURAL SYSTEM

A. Experimental test setup

To obtain modal parameter values for the simply sup-
ported beam, measurements with an instrumented hammer
and an accelerometer were conducted and analyzed using a
HP 35670a spectrum analyzer and STAR MODAL® soft-
ware. Table III compares experiment and linearized theory
for the beam structure with PZT and without PZT. In simu-
lations, parameter values in Table IV are used. Bonding of
the PZT onto the beam and soldering of wire leads to its
nickel gray electrodes were done according to the PZT
manufacturer’s manual~Piezo Systems, Inc.! using Epo-Tek
301 epoxy~Epoxy Technology, Inc.!, #30 gage wires, S60
Sn/40Pb solder and Supersafe #67 DSA liquid flux. In theo-
retical calculations, the bond layer is assumed to be even and
thin such that its effects can be ignored.

For data acquisition and voltage signal generation, an
Agilent Technologies~formerly HP! VXI system ~E1433A
for Data Acquisition and E1434A for Arbitrary Source Gen-
eration! was used. HP VEE GUI software with an embedded
MATLAB® connection for the interface of input and output
and data post processing was used. The electric field-
displacement relationship for the PZT patch was determined
by controlling the voltage applied to the PZT through a Trek
High-Voltage Amplifier Model P0623A-G. Electric displace-
ment D3 was determined by integration of the current ap-
plied to the PZT that was monitored by the Trek amplifier.
Electric voltage applied to the PZT was also monitored by
the Trek amplifier and used to determine the electric field
E3 . Mechanical velocity of the beam surface was measured
using a Polytec CLV 800 laser Doppler vibrometer. All tests
were controlled from the MATLAB workspace interactively
using programs supplied by Agilent and modified for the
purpose of generating the arbitrary input source and for the
proper test conditions such as frequency span and data block
size, etc.

B. Simulation and experimental evaluation

In this section, based on the MRC identification results
of the PZT by itself in Sec. III, the case ofTÞ0 is consid-
ered with the PZT bonded to the beam.~The MRC model
with a50 was judged sufficiently accurate for the purpose
of this study.! In this case, energy input may be dissipated
via loss mechanisms in the dielectric and mechanical do-
mains. The applied electric signal for simulations and experi-
ments was a sinusoidal voltage with the magnitude of 80 V.
With Eqs. ~3a! and ~3b! and the identified dielectric coeffi-
cients of the MRC model withn52, 5 and 20 of Table II,
dielectric field in the PZT/beam system may be calculated
based on Eqs.~33! and~34!. Using the experimental electric
field E3 , simulations were carried out to predict the electric
displacementD3 . Figure 16~a! shows the comparison of ex-
perimental data and simulation results forn52, 5 and 20.
Simulated electric displacements have a maximum error of
6.4% when compared to experimental data. Also, based on
these simulated dielectric displacements, one can extract the
dielectric field. Figure 16~b! shows the relations between the
dielectric fieldE31g31(T11T2)5$b33

T D3% andD3 . Simula-
tion results and experimental data compare favorably. Also
in this figure, the effect of nonzero stress is indicated by
superimposing the dielectric displacement of the PZT by it-
self when subjected to the same inputE3 .

Energy studies were carried out using a sinusoidal volt-
age input to the PZT. Figure 17 shows a simulation of the
energy distributions in the beam/PZT wafer system in terms
of cumulative electric energy input, dielectric energy levels,
dielectric energy loss, and mechanical strain energy levels.
This distribution was obtained based on Sec. I D and the
identified MRC model parameters withn520 that are listed
in Table II. Note that, in this simulation, zero mechanical
energy dissipation was assumed. This model could be easily
modified to account for mechanical structural damping or
linear viscous damping in the form of a modal damping ratio.

VI. CONCLUSION

In this article, the nonlinear smart structural system was
investigated via analytical and experimental studies of a PZT
patch bonded to a simply supported beam. First, the PZT
wafer by itself was investigated and constitutive models in-
corporating reversible~higher order polynomial! and irre-
versible ~hysteretic! dielectric hysteresis were formulated.
An identification scheme was devised and experimental stud-
ies validated the theoretical model. The nonlinear PZT model
was then integrated into the coupled dynamic equations of
the overall system consisting of the simply supported beam
and electrically shunted PZT wafer bonded to the beam. The
theoretical system model was then evaluated by comparison
of its predictions with experimental results showing good
agreement. Energy loss and transduction mechanisms in the
integrated structural system were investigated.

The developed nonlinear modeling approach is robust in
that the integrated system response could be predicted based
on models that were experimentally identified for the indi-
vidual components, the beam and patch by themselves. Ad-
ditionally, while a few particular hysteresis models for the

TABLE III. Natural frequencies of the simply supported beam.

Mode

Beam w/o patch~Hz! Beam with patch~Hz!

Theory Experiment Theory Experiment

1 55.79 56.0 55.92 56.09
2 223.18 220.44 224.80 220.61
3 502.16 494.67 508.26 494.19

TABLE IV. Physical parameters of the simply supported beam.

Length Lb 0.508 m
Thickness hb 0.00635 m
Width bb 0.1016 m
Density rb 2698.5 kg/m3

Young’s modulus Eb 6.748e10 N/m2

Damping ratioa z1,2,3 0.0061, 0.0021, 0.0017

aBased on experimental modal analysis.
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PZT were developed and shown to match experiment, alter-
nate hysteresis models could be easily integrated in the over-
all system model to simulate its nonlinear response and study
real-time active control strategies that may include hysteresis
compensation.
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An illustration of analyticalÕnumerical matching with
finite-element analysis for structural vibration problems
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Analytical/numerical matching~ANM ! is an accurate and efficient method for solving many types
of problems with discontinuities. The method separates local and global effects, and solves separate
subproblems using high resolution around the discontinuity and low resolution away from the
discontinuity. The work presented in this manuscript demonstrates a methodology for applying
ANM to a dynamic structure using finite-element analysis~FEA! for the solution of the
high-resolution~local! and the low-resolution~global! subproblems. The ANM method is illustrated
on a thick, two-dimensional beam having several displacement constraints attached to its lower
surface. Ordinarily~and here, for verification purposes! this problem would be solved using
two-dimensional plane elements due to the local discontinuities around the constraints and the
thickness of the beam. Using ANM, these discontinuities and through-thickness effects are modeled
in the geometrically compact local problem using a high-resolution mesh of two-dimensional
eight-node plane elements. The much larger global problem contains no discontinuities and is
reduced to the solution of a low-resolution finite-element mesh of two-node Bernoulli–Euler beam
elements. A third subproblem~matching! is solved analytically~no computational overhead!. The
agreement between the ANM solution and the purely FEA solution is excellent, and the
computational savings are significant. ©2000 Acoustical Society of America.
@S0001-4966~00!04412-X#

PACS numbers: 43.40.Cw@CBB#

I. INTRODUCTION

In structural dynamics, problems arise where there are
structural discontinuities along an otherwise smooth struc-
ture such as a beam, plate, or shell. For problems of particu-
lar interest, such as a submarine or airplane fuselage, struc-
tural discontinuities exist in great numbers in the form of
bulkhead stiffeners, rivets, ribs, and various types of struc-
tural mating surfaces. Due to the overall complexity of these
problems, analytical solutions are generally not available.
Historically, numerical methods such as finite-element analy-
sis ~FEA! have been used to solve these types of structural
dynamics problems. By using FEA, structural coupling, fluid
loading, and complicated geometry can often be adequately
addressed with some approximations. However, the model-
ing and solution times can be lengthy in order to achieve an
acceptable convergence of the numerical solutions. To re-
duce the extensive computational effort, methodologies
within FEA such as submodeling~or substructuring! and the
use of more sophisticated transitional meshing have been
developed. Some of the alternatives include hybrid
approaches,1–5 which have been successful in reducing the
computation required for an accurate solution. Many of these
hybrid approaches share similar themes as the work pre-
sented here. For instance, many of these methods make use
of local/global or matching/patching techniques. However,
these methods differ from this work in that their approaches
to the decomposition~or partitioning!, followed by reassem-
bly ~or patching! of the problem are not mathematically ex-
act. Therefore, the results are usually not accurate in all re-
gions of the structure~local and global regions!. A new

hybrid method that formally combines analytical and nu-
merical ~FEA, for example! solutions for structural/acoustic
analysis is analytical/numerical matching~ANM !.

ANM is a method that divides a given problem with
discontinuities into subproblems that are solved indepen-
dently using either analytical or numerical methods. The so-
lutions to these subproblems are superimposed to yield a
solution that is valid on the whole domain. Using this meth-
odology, ANM is capable of determining local effects of
discontinuities at high resolution while obtaining a computa-
tionally efficient solution of the overall problem.

The ANM method was originally developed by Bliss6–8

for the analysis of free-vortex wakes in rotorcraft aerody-
namics. ANM increased the efficiency of this computation-
ally intensive problem by orders of magnitude. More re-
cently, fluid applications of ANM include the analysis and
solution of wing aerodynamics for compressible unsteady
flow and the development of an acoustic boundary element
method.9–11

The first application of ANM to fluid radiation problems
was implemented by Bliss and Franzoni.12 In this work,
ANM was applied to simple wave propagation problems to
demonstrate that the solution method was applicable to hy-
perbolic problems. Subsequently, Loftman and Bliss ex-
tended this work to the calculation of acoustic radiation from
fluid-loaded membranes and curved shells with structural
discontinuities.13–16 For these applications, the numerical
subproblems were solved using modal methods.

In this paper, analytical/numerical matching is applied to
a structural vibration problem containing localized areas of
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rapid variation on an otherwise slowly varying domain. The
original problem is separated into constituent subproblems.
Two of the separate subproblems are solved using standard
finite-element analysis~one at high resolution, the other at
low resolution! and the third subproblem is solved analyti-
cally. The local problem, requiring high resolution, is solved
on a small domain using eight-node, two-dimensional plane
elements and a finely gridded mesh; the remaining global
problem only requires low resolution and can be solved us-
ing a low-density grid and lower-order elements~two-node
beam elements! on a much larger domain.

The method will be demonstrated for the solution of the
structural vibrations of a thick beam with multiple identical
discontinuities along the lower edge of the beam. The math-
ematical procedures that are applied using the ANM method
will be explained in the context of a single constraint. The
problem involving multiple identical constraints, which
couple to each other, will be solved using the single con-
straint solution as a building block. The results, which com-
pare the ANM/FEA solution method to a full high-resolution
finite-element solution, show excellent agreement and a large
reduction in computational cost. This work represents the
first use of FEA with ANM, and demonstrates that ANM can
be used in conjunction with a traditional finite-element
analysis.

II. BACKGROUND

The types of problems considered in the areas of struc-
tural vibrations and/or acoustics are generally not amenable
to a purely analytical solution due to the presence of discon-
tinuities, irregular geometry, etc. In many instances, FEA is
the preferred numerical method.

To ensure that all of the discontinuities are fully re-
solved in a very large or complex structure, an extraordinar-
ily high number of finite elements are required for the full
solution of the structure. The resulting model contains many
degrees of freedom and is computationally cumbersome to
solve. In order to minimize the number of degrees of free-
dom, a typical analysis uses a transitional mesh of elements
between high and low mesh density regions. For a 2D plane
stress model, for example, a transition zone is usually devel-
oped where the mesh density gradually lessens by using a
combination of six-node triangular and eight-node quadrilat-
eral elements. At the opposing edge of the transition zone,
the mesh could again return to uniform quadrilateral ele-
ments, if desired. A disadvantage of this method for a 2D
case is that the triangular elements are less accurate than
quadrilateral elements with similarly ordered shape
functions.17 Also, it may take considerable effort to model
and mesh certain structures without producing poorly shaped
elements that would create inaccuracies in the solution.18 Im-
provements such as quality-based quad splitting for all-quad
meshing have been made to most commercial FEA packages
to address some of these issues.19

Transition regions are used minimally with ANM be-
cause the area requiring high resolution is solved as a sepa-
rate finite-element analysis on a small local domain. The

global problem, consisting of the original structure with an
applied smooth distributed force, is modeled using a low-
resolution finite-element mesh of lower-order element types.
Separating the problem into separate finite-element subprob-
lems eliminates the large disparity in resolution requirements
within a single model.

Within finite-element analysis, a technique that is often
used on problems of this type is called substructuring, where
a separate FEA model is constructed for a part of the main
structure. The mass and stiffness matrices of the submodel
are reduced down to the important degrees of freedom,
which are then imbedded in the overall matrices of the entire
system. In the sense that portions of the structure are solved
separately, ANM is similar to submodeling. However, the
ANM local model contains a portion of the master structure
and uses specially constructed smooth forces as a means to
pass information between the subproblems. In other words,
the effects of the discontinuity are transferred to the ANM
global model through the smooth distributed forces that are
applied in place of the discontinuity. On the other hand, in
FEA substructuring, the dynamic information is passed
through reduced mass and stiffness matrices.

III. GENERAL ANM DESCRIPTION

The basic principle of superposition must apply in order
to utilize analytical/numerical matching. The ANM method
applies two identical, but opposing, smooth distributed forc-
ing functions~to be determined! to a structure around a dis-
continuity. The smooth forces are distributed over a local
region that encompasses the discontinuity. The application of
these two smooth-force distributions does not change the
original problem because they cancel each other exactly. Ap-
plying the principle of superposition, the problem is then
divided into two separate problems:~1! the structure with
only a smooth force, and~2! the structure with the disconti-
nuity and the opposing smooth force. Figure 1 shows sche-
matically the ANM decomposition for a generic structural
vibration problem.

The structure with only the smooth force becomes
known as the global problem, for it contains the entire struc-

FIG. 1. Decomposition of the original problem into ANM components.
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ture and will exhibit a smoothly varying response. In fact,
there is no need for this problem to be solved with high
resolution, and it can often be represented accurately using a
simplified theoretical model.

The remaining problem consisting of the structure with
the discontinuity and the opposing smooth force can be sub-
divided further. Conditions are placed on the smooth force,
such that the combination of this force and the original dis-
continuous force brings the structure to rest outside the
smoothing region~the area over which the smooth force is
applied!. Thus, the motion of the structure in this subproblem
is ‘‘local’’ and it extends over the smoothing region only
~i.e., the rest of the structure can be eliminated from this part
of the analysis!. The structure can then be modeled as fixed
at the boundaries of the smoothing region. Again referring to
Fig. 1, this constituent problem is further divided into two
subproblems:~1! a structure with fixed boundaries contain-
ing the discontinuity within its domain, and~2! an identical
structural counterpart but with an opposing smooth force,
instead of the discontinuity.

The two subproblems on the reduced domain are known
as the local and matching problems in ANM. The subprob-
lem with the discontinuity contains rapid gradients and must
be analyzed with high resolution; it is termed the local prob-
lem. The subproblem with only the applied smooth distrib-
uted forcing extending over its length and with fixed bound-
aries containsno rapid gradientsand is called the matching
problem. The smooth distributed force and its derivative, as
well as the displacement of the structure and its derivative,
are made to go to zero at the boundaries. The matching prob-
lem is solved analytically using the lower-order theory that
was applied to the global problem.

To ensure that it is valid to use the lower-order theory on
the matching problem, the reactions~stress resultants! at the
fixed–fixed boundary should be checked against the same
reactions using a higher-order theory~or numerics! on the
same smooth problem. If the reactions are not identical in the
two cases, the smoothing region is not large enough. Usu-
ally, a smoothing length that is equal to several structural
thicknesses on either side of the discontinuity is sufficient
~application of St. Venant’s principle!.

The size of the high-resolution local problem, as well as
the size of the matching problem, is determined by the size
of the smoothing region chosen. Therefore, if the local prob-
lem is to be solved numerically, it is advantageous~most
efficient computationally! to choose the smallest smoothing
region possible, while retaining a large enough smoothing
scale to still render the global problem computationally effi-
cient.

It should be noted that there are no approximations be-
ing made in the addition and subtraction of smooth forces
and the decomposition of the original problem into the three
subproblems by the principle of superposition. However,
when the lower-order theories are invoked for solution of the
smoothly varying problems~global and matching!, a certain
level of approximation is being made. By comparing the end
reactions of the matching problem using elasticity theory
with no approximation to the end reactions given by the
lower-order theory, one can check that the model reduction

to lower order is valid. This model reduction is important
because it makes significant computational savings possible.

IV. MODEL PROBLEM: THICK BEAM WITH MULTIPLE
SUPPORTS

The details of applying ANM to a structural vibration
problem will now be exhibited for the problem of a two-
dimensional thick beam with multiple supports, as shown in
Fig. 2. The supports are not periodically spaced; however,
they are geometrically identical to each other. The supports
are attached to the thick beam at its bottom surface, and
therefore it is expected that local stress concentrations will
arise in their vicinity. This problem cannot be analyzed with
Bernoulli–Euler beam theory due to the through-the-
thickness effects. An accurate traditional FEA model of this
problem would require the use of 2D plane elements that
must be finely meshed around the supports. A model of this
type is subsequently analyzed for verification of the ANM/
FEA model. For the sample problem, the supports are driven
with prescribed displacements and rotations and the response
at the lower edge of the beam is predicted, using a traditional
FEA approach and using an ANM/FEA approach.

A. Solution of the model problem by ANM

Due to the geometric similarity of the supports, it is only
necessary to solve a local problem consisting of one of the
supports. A transfer function between the input at a single
support and the smooth force associated with it can be used
repeatedly in the same problem as long as the supports are
geometrically identical. Therefore, first consider a thick
beam with a single support over a narrow portion of its bot-
tom edge.

1. ANM for a single constraint

The first step in the ANM process is to add and subtract
smooth forces through the thickness over a region of the
beam that extendsLs to the right andLs to the left of the
center of the support. Applying the principle of superposi-
tion, the problem of the thick beam with a positive smooth
distributed force, applied through the thickness and extend-
ing over a region 2Ls , can be made into a separateglobal
problem, see Fig. 3.

The remaining problem is that of the thick beam with a
displacement constraint over a small region (2s) of the bot-
tom edge of the beam and an applied smooth force in the
negative direction, distributed through the thickness. The ap-
plied smooth force is assumed to have the functional form of
a polynomial with as many undetermined coefficients as nec-
essary to satisfy all the conditions that will be imposed. In
order for the force to smoothly and exactly cancel the effects

FIG. 2. Thick beam with multiple, nonperiodically spaced supports.
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of the discontinuity at the smoothing boundary (6Ls), six
conditions must be specified~as discussed in the following
section!. Assuming that the smooth force cancels the motion
caused by the discontinuity beyond6Ls allows the structure
within that region to be analyzed as a separate problem with
fixed boundary conditions.

Applying the principle of superposition again, the iso-
lated portion of the structure which only extends6Ls , can
be divided into two subproblems, one for each of the two
loading conditions; see Fig. 3. The first subproblem~local! is
the thick beam of length 2Ls with the displacement con-
straint over a region 2s of the bottom edge; the boundaries of
the region are fixed~no displacement and no slope!. The
second subproblem~matching! is the thick beam of length
2Ls , with the smooth distributed force applied in the direc-
tion opposite that of the subproblem that was initially sepa-
rated from the others.

At this point, no approximations have been made. The
original problem has simply been separated into three sub-
problems. However, recognizing that two of the subproblems
~global and matching! are smoothly varying, i.e., contain no
rapid gradients, simplifying approximations can be made
which will increase the computational efficiency. A sche-
matic of the ANM constituent parts for this problem is
shown in Fig. 3.

In theglobal problem~the full-length thick beam with a
smooth distributed force and no discontinuities!, the length
of the beam is long compared to the thickness, the forcing is
smooth, and it is expected that the response through the
thickness of the beam will essentially be constant. Therefore,
instead of using a two-dimensional solid model to represent
this thick beam, a neutral-axis model~i.e., beam theory! can
be used. In fact, if rotary inertia and shear effects can be
neglected, then Bernoulli–Euler beam theory can be as-
sumed. In some cases, an analytical solution may be avail-
able for the global problem; however, in general,the global
problem will be solved using low-resolution numerical meth-
ods, such as finite-element analysis with low-order elements
on a coarse grid.

The matchingproblem consists of the thick beam seg-
ment of length 2Ls with the smooth distributed force di-
rected opposite that of the previous~global! subproblem. The
matching problem can also be reduced to a simple beam

model since there are no rapid gradients, the beam segment
is long compared to the cross-sectional dimension of the
beam, and there are no variations through the thickness.
Note, invoking Bernoulli–Euler beam theory on this beam
segment imposes the well-known length restriction on the
size of the smoothing region; namely, 2Ls must be greater
than or equal to several beam thickness.The matching sub-
problem just described is usually solved analytically.

The local subproblem contains the discontinuity, repre-
sented in this example as a displacement constraint of short
width 2s on the lower edge of the thick beam segment. If the
displacement constraint is moved vertically, horizontally, or
rotated in any way, large stresses and strains will appear in
the vicinity of the constraint. In order to capture this behav-
ior, including the rapid gradients near the constraint, a high-
resolution model must be used. In previous applications of
ANM, the local problems have been solved analytically~us-
ing a Green’s function approach, for example!; here,the lo-
cal problem will be solved using a high-resolution finite-
element analysis.

2. Determination of the smooth force

After the original problem has been decomposed into the
subproblems, the next step in the ANM process is to solve
the high-resolution local problem. For a given motion of the
constraint, the solution of the local problem includes: dis-
placements at any station through the thickness of the beam
segment~of length 2Ls! including the drive point displace-
ment, the stresses at the boundaries (6Ls) from which a net
moment reaction and shear force reaction can be determined,
and the force applied to the drive point. The amplitudes of
moment reaction and shear force are divided by the input
force that was applied to the constraint, resulting in transfer
functionsV̄ andM̄ for the shear force and moment reaction,
respectively. The displacements, including the drive point
displacement, are also normalized by the input force. The
normalized displacements of the local problem arew̄L and
vary through the beam thickness.

The smooth force is prescribed such that its application,
along with the motion of the displacement constraint, pro-
duces no motion outside the smoothing region and no net
reactions on the beam segment at6Ls . Therefore, the shear-
force reaction of the matching problem must equal the nor-
malized net shear-force reaction of the local problem, and the
moment reaction of the matching problem must equal the
normalized net moment reaction of the local problem. Using
Bernoulli–Euler theory to solve the smooth matching prob-
lem, these conditions put restrictions on the second and third
derivatives of the normalized matching displacements,w̄m .

In addition, the fixed-end boundary conditions for the
matching problem require that the displacementw̄m and its
first derivative be zero. Finally, smoothness conditions are
placed on the forcing function, such that the force and its
derivative equal zero at the boundaries. In Bernoulli–Euler
theory, this means that the fourth and fifth derivatives of
displacement must equal zero. In all, there are a total of six
conditions on the matching displacement and its derivatives,
up through the fifth derivative. Therefore, the smooth forcing

FIG. 3. Schematic of constituent ANM problems for the example problem.
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can be assumed to be a polynomial with six unknown coef-
ficients. The matching problem is solved analytically using
Bernoulli–Euler beam theory.

3. Solution of the matching problem

The matching problem is the subproblem that contains a
smooth distributed force on a beam segment of length 2Ls .
The equation of motion for the matching problem is

Lm@w̄m~ x̄,t !#5 f̄ s~ x̄,t !, ~1!

where f̄ s is the smoothly varying distributed force applied to
the beam,w̄m is the displacement, andLm is the operator.
The coordinatex̄ is the spatial coordinate centered at the
midspan and nondimensionalized by half the smoothing
length,Ls . For Bernoulli–Euler theory, the operator is given
by20

Lm@ #5EI
]4

]x4 1rA
]2

]t2 , ~2!

whereE is the Young’s modulus,r is the density of the beam
material,I and A are the moment of inertia and area of the
cross section, respectively. The functional form off s , and
thereforewm , is assumed to be a polynomial. Arbitrary mo-
tion of the constraint can be constructed from a superposition
of symmetric and asymmetric motions. Therefore, symmetric
and asymmetric motion of the constraint will be considered
separately. If the motion of the constraint caused symmetric
beam motion, then the forcing polynomial would have only
even powers ofx̄, whereas if the motion of the constraint
caused asymmetric beam motion, the forcing would have
only odd powers ofx̄.

Assume that the constraint is given a rotational displace-
ment producing asymmetric beam motion. The displacement
along the beam would then be written as

w̄m~ x̄!5a1x̄1a3x̄31a5x̄51a7x̄71a9x̄91a11x̄
11. ~3!

The six unknown coefficients,a1 , a3 ,...,a11 will be deter-
mined by the aforementioned conditions on displacement
and its derivatives~through the fifth derivative!. Mathemati-
cally, these conditions are

w̄m~61!50,

w̄m8 ~61!50,

EIw̄m9 ~61!5M̄ ,

EIw̄m-~61!5V̄,

w̄m
in~61!50,

w̄m
n ~61!50. ~4!

Satisfying these conditions onw̄m( x̄) guarantees that the
displacement, its slope, the applied distributed forcing (f̄ s),
and its slope will be zero at the boundaries. Recall thatV̄ and
M̄ , which are the transfer functions for the shear-force reac-
tion and moment reaction at the boundaries, come from the
solution of the local problem. They will be of equal magni-
tude and opposite direction for the matching and local sub-

problems. Therefore, when these subproblems are superim-
posed there will be no residual moments or forces that get
transmitted beyond the smoothing region (6Ls). The above
equations@Eq. ~4!# represent six equations for the six un-
known coefficients in Eq.~3!. Solving this system of equa-
tions determinesw̄m( x̄), and thereforef̄ s from Eq. ~1!. Note
that the local and matching displacements (w̄L ,w̄m) and the
smooth forcef̄ s are actually transfer functions between dis-
placement or smooth force and input force applied at the
constraint. These transfer functions will be used in the global
problem. They will also be used to assemble the ANM com-
posite solution, which is the solution of the original problem.

The previously outlined solutions for the local and
matching problems should be repeated for the symmetric
case as well, in order to accommodate arbitrary motion of
the constraint. The results that are needed from the solu-
tions to the local and matching problems are the displace-
ment transfer functions for each case~w̄L –symmetric,
w̄L –asymmetric,w̄m–symmetric,w̄m–asymmetric! and the
transfer function for the distributed forces~ f̄ s–symmetric
and f̄ s–asymmetric!. The smooth-force distributions are ap-
plied to the global problem, as explained in the next section,
and the appropriately weighted displacement transfer func-
tions from the local and matching subproblems will be su-
perimposed with the displacements of the global problem
(wg) to form the ANM solution to the original problem.

4. The solution of the global problem

In this example problem, the global subproblem is
solved numerically, with a low-resolution finite-element
analysis. To apply the smooth distributed force to the FEA
model, it must first be discretized using either a statically
equivalent or work equivalent loading method.17 In this
study, the statically equivalent method is sufficient.

The three small constraints that are attached to the bot-
tom edge of the thick beam are displaced vertically and/or
rotated in the local problem. Since the constraints are geo-
metrically identical, a high-resolution local symmetric prob-
lem, a high-resolution local asymmetric problem, and the
two corresponding matching problems are solved. Two
smooth-force transfer functions are obtained,f̄ sym and f̄ asym,
for the symmetric and asymmetric cases, respectively. These
force distributions are applied over the smoothing region as-
sociated with each constraint and they must be appropriately
weighted in order to achieve the amount of displacement
and/or rotation desired at each constraint of the full~original
or ANM composite! structure.

For a problem where the forces at each constraint of the
original problem are specified, the smooth forcing that is
applied to the global subproblem around a given constraint
equals the smooth-forcing transfer functionf̄ s times the am-
plitude of the specified force. Applying the appropriately
weighted smooth forces to the global problem and solving
for displacements yields the global displacement,wg . The
solution of the original problem is the sum of the weighted
w̄L and w̄m plus wg . The situation is slightly more compli-
cated when thedisplacementsof the constraints are pre-
scribed, rather than theforcesat the constraints.
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In a displacement driven problem, the magnitudes of
displacement that areknownare those of the constraints in
theoriginal problem before it is decomposed. For the global
problem, there are unknown displacements and rotations
(di ,u i) at every node in the finite-element model. However,
at the three constraint locations~where the actual displace-
ments and rotations are known!, di andu i can be rewritten in
terms of known quantities and unknown weighting factors.
For example, the unknown global displacement of nodeA
can be written as

dA52a~w̄L1w̄m!A1DA , ~5!

where DA corresponds to the known displacement of con-
straintA in the actual problem, anda is a factor that appro-
priately weights the displacement transfer functions from the
local and the matching solutions. This factor must also be
applied to the smooth forcing. In a multiple constraint prob-
lem, these scaling factors are present at each support. Since
the local and matching problems are only solved once for
translation and once for rotation, these solutions~and the
related smooth forcing! must be superimposed at each con-
straint location with the appropriate weighting,a, b, g, etc.
The physical interpretation ofa is that it is the amount of
force required at the constraint to produce the desired dis-
placement. These factors are solved for explicitly in the glo-
bal formulation. The finite-element representation of this, for
the stiffness operation, is given in abbreviated form by

@Kglobal#

¦

d1

u1

"
"
"

2a~w̄L1w̄m!A1DA5dA

2b~ūL1 ūm!A1QA5uA

"
"
"

2g~w̄L1w̄m!B1DB5dB

2h~ūL1 ūm!B1QB5uB

"
"
"

2j~w̄L1w̄m!C1DC5dC

2x~ūL1 ūm!C1QC5uC

"
"
"

dn

un

§
5

¦

0
0
"
"

$a$ f̄ sym%1b$ f̄ asym%%
"
0
"

$g$ f̄ sym%1h$ f̄ asym%%
"
0
"

$j$ f̄ sym%1x$ f̄ asym%%
"
"
0
0

§
, ~6!

whereDA , QA , DB , QB , etc. are the prescribed displace-
ments and rotations at the nodal locations of the constraints
A, B, andC. Lower casedi and u i are the unknown global
displacements and rotations at each node, respectively. Each
of the smooth forces spans many nodes~vector representa-
tion on the right-hand side of the equation!. The six unknown
factors,a, b, g, etc., can be traded for the six known dis-
placementsDA , QA , DB , etc., and the linear set of equa-
tions can be rewritten accordingly. Essentially, the stiffness
matrix times the known displacements becomes the right-

hand side, and the smooth forces get imbedded in a modified
K matrix on the left-hand side. The unknown vector contains
the remaining global displacements and rotations plus the six
scaling constants.

Solving the set of equations results in a solution for the
global displacements, as well as the scaling factors. The
complete ANM solution is then the superposition of the ap-
propriately weighted local and matching displacements plus
the global displacements, where the weighting factors are
given by the associated factorsa, b, g, etc. The composite
ANM solution, which equals the solution to the original
problem, is

wANM5a~w̄L1w̄m!1wg , ~7!

wherea is used symbolically to represent whichever scaling
factor applies for the particular section of beam. Note, except
inside the smoothing regions, the solution to the composite
~original! problem is simply the solution to the global prob-
lem, since outside the smoothing regionsw̄L and w̄m are
zero.

B. Results for the model problem

The model problem consists of a thick beam with three
constraints along the bottom edge. The material properties,
geometric dimensions, and forcing conditions are given in
Table I. The three constraints are located2 3

4L, 2 1
4L, and

1 1
2L from the center of the thick beam, where 2L is the

length of the beam. The smoothing length (2Ls) is chosen to
be 0.05L ~or 25.4 cm!. This is ten times the beam thickness
and approximately 50 times the size of the discontinuity
~constraint!. The choice of smoothing length is not unique
and the results are presented for other smoothing lengths as
well. The high-resolution local solution is solved using two-
dimensional, eight node, 16-degree-of-freedom quadrilateral
structural solid elements in a plane stress state. The boundary
conditions at the end nodes are zero displacement and zero
slope.

Two local problems are solved, one in which the con-
straint is displaced harmonically by an amountD, and one in
which the constraint is rotated an amountQ. The displace-
ment used in this local problem is 2.54 cm and the rotation is
0.01 radians. Although these are actually the prescribed dis-
placements of the original problem, they need not be the
same for the local problem, since ANM is performed using
transfer functions. The amplitude of the force and/or moment
applied to the constraint in the local problem is used to ob-
tain the transfer functionsf̄ s , w̄m , andw̄L .

The stress resultants, shear and moment, are extracted
from the finite-element results of the local problem. In addi-

TABLE I. Material properties, geometry, and forcing conditions for ex-
ample problem.

Material
properties

Geometric
dimensions

Forcing
conditions

E52.068431011 Pa 2L51016 cm DA52.54 cm,QA520.01 rad
n50.0 h52.54 cm DB50,QB50.01 rad
r58.90573102 kg/m3 d52.54 cm DC52.54 cm,QC50.

2s50.508 m v531.416 rad/s
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tion, it is verified that the stresses are distributed uniformly
about the theoretical neutral axis of the thick beam, proving
that the smoothing region is large enough to apply beam
theory simplifications on the smooth matching subproblem.

From the stress resultants, the coefficients of the match-
ing displacement polynomial and smooth force polynomial
are determined@see Eqs.~1! and~3!# for both the symmetric
and asymmetric cases. The transfer functions for the smooth-
force distributions in the asymmetric and symmetric cases
are shown in Fig. 4. The smooth-force transfer functionf̄ s is
discretized and applied to the global finite-element analysis
problem.

The global problem consists of two-node simple beam
elements extending over the full length of the beam~1016
cm!. The length of the global problem is 40 times larger than
the length of the local problem~for a smoothing length 2Ls

525.4 cm!. The global problem consists of elements only in
the span-wise direction, whereas the local problem has ele-
ments in both the span-wise and thickness directions.

1. Traditional FEA full solid model for comparison

As an alternative and for verification purposes, this
problem is solved using a full solid model of 2D plane ele-
ments. Around each constraint the model is finely meshed to
the same resolution as the high-resolution local problems in
ANM. Transition regions are used to convert to lower den-
sity meshes away from the discontinuities. However, even at
the lowest resolution, the model still contains 2D plane ele-

ments because beam elements cannot be combined with 2D
plane elements in the same model using a traditional FEA
approach.

2. Comparisons

In the model problem, shown in Fig. 2, the first support
~at 23

4 L from the center of the beam! is rotated and dis-
placed by the amountsDA and QA given in Table I. The
second support~at 21

4 L! is rotated byQB , and the third
support~at 1

2 L! is displaced byDC . The displacements of
the bottom edge of the thick beam are plotted in Fig. 5, for
both the ANM solution and the traditional FEA solution. The
results are indistinguishable.

In Fig. 6, a closer view of the first support is shown.
Again, the difference between the ANM solution and the
traditional FEA solution cannot be seen. In fact, the largest
difference between the two solutions~at any point! is less
than a fraction of a percent~,0.1%!. Although they are not

FIG. 4. Smooth forcing transfer functions:~a! asymmetric, and~b! symmet-
ric.

FIG. 5. ANM vs traditional FEA~exact! solutions along the bottom edge of
the beam with multiple supports.

FIG. 6. Close-up of ANM vs traditional FEA~exact! solutions along the
bottom edge of the first support.
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shown, the displacements throughout the thickness were also
compared and included in the previous statistic.

In Fig. 7, a close-up of the third support, which is dis-
placed byDC , but constrained in rotation, is shown. Here, a
comparison is made between the actual solution~ANM ! and
the contribution of the global solution, for the range inside
the chosen smoothing region. The global and ANM solutions
are identical outside the smoothing region~since the local
and matching solutions are zero there!. The global problem
contains only smoothly varying forces and does not pick up
the sharp gradients. The high-resolution local solution, which
is added to the global, gives the ANM solution the detailed
information around the support. The matching solution es-
sentially negates the global solution on the domain of the
smoothing region, leaving the local solution.

The choice of smoothing region is not unique, and in
fact many smoothing lengths will produce equally precise
ANM solutions. In Fig. 8, the traditional FEA solution and

five different smoothing-length ANM solutions are shown
around a single support that has been rotated.

3. Computational savings

The traditional FEA model used for verification of the
ANM results is made up entirely of two-dimensional solid
elements using approximately 51 000 degrees of freedom. In
the ANM submodels, the high-resolution local model made
up of two-dimensional solid elements contains 7550 degrees
of freedom. Two local models are used, one for symmetric
forcing and one for asymmetric forcing. The low-resolution
global model is made up of 104 Bernoulli–Euler beam ele-
ments, resulting in 210 degrees of freedom. The net total
degrees of freedom used for the ANM solution is 15 200.
This is approximately a threefold savings in computation
time for the same degree of accuracy. It is possible that the
savings could have been increased, without significant reduc-
tion in accuracy, had the models been optimized for effi-
ciency. However, the most significant reduction in computa-
tional time occurs when the structure contains a large
number of repeated constraints.

Each subsequent identical support that is added to the
thick beam does not add to the computational burden of
ANM, since the local solutions are already done. The tradi-
tional FEA solution, however, would suffer increased com-
putational cost since another region of finely meshed model-
ing ~i.e., around the new support! would be required.
Therefore, in problems with many geometrically identical
discontinuities, the savings from ANM could be substantial.

In addition, if other constraint motions are to be consid-
ered, the additional ANM cost involves running the low-
resolution global model only. The local and matching solu-
tions are done once and for all using transfer functions and
do not have to be recalculated, whereas, the entire traditional
FEA model would have to be rerun for each additional con-
straint motion considered. This illustrates another opportu-
nity for computational savings using ANM.

V. CONCLUSION

Three small identical constraints along the edge of a
thick beam were harmonically displaced and/or rotated, and
the structural vibrations along the bottom edge of the beam
~or elsewhere through the thickness! were calculated using
analytical/numerical matching and a traditional finite-
element model of two-dimensional structural solid elements.
The comparisons show excellent agreement over a range of
ANM smoothing lengths. It is expected that the results
would continue to be excellent for smaller smoothing
lengths, as long as the beam theory assumptions still apply.

Analytical/numerical matching allows the region requir-
ing high resolution to be solved as a separate problem and
retain all of its structural dynamic content. In contrast to
FEA submodeling, the ANM high-resolution local subprob-
lem is not reduced before incorporation with the other sub-
problems to form the complete solution.

For problems where there are geometrically identical
discontinuities, ANM provides a means for significant com-
putational savings over a traditional FEA method. In the ex-

FIG. 7. Global solution vs ANM solution plotted in the near vicinity of the
third support, a harmonic displacement constraint.

FIG. 8. Comparison of ANM for different smoothing lengths. Results are
indistinguishable; scale has been expanded around a constraint.
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ample problem, only two high-resolution local FEA prob-
lems were needed with ANM, one for symmetric loading and
one for asymmetric loading. The results of the local prob-
lems were applied, using ANM, to each of the three con-
straints. In the traditional FEA approach, each of the three
constraints was modeled with a high-resolution mesh. In
problems with substantially more identical geometrical con-
straints, the computational savings would be more pro-
nounced. In addition to the reduced number of high-
resolution degrees of freedom around the constraint, ANM
saves computation time by modeling the larger~global!
problem with reduced order elements. In the ANM global
model, only two-node beam elements are needed, whereas in
the traditional FEA model, the full beam is meshed with
two-dimensional eight-node solid structural quadrilateral el-
ements. The mesh density can vary, but the element types
must be the same throughout the model. Again, these savings
would be more dramatic on a larger problem with many
more constraints.

In addition to computational savings, ANM provides a
means to separate local effects from global effects. This may
be important in furthering the understanding of the role of
discontinuities in fluid-loaded problems. Furthermore, ongo-
ing research suggests that ANM may be able to provide a
mechanism to remove fluid loading from the local problem
and account for it entirely in the global problem, by render-
ing the local problems nonradiating~an additional constraint
on the smooth force!. If this is possible, ANM has the po-
tential to more efficiently solve fluid-loaded structures with
discontinuities.

Work in progress includes extension of ANM to fluid-
loaded cylindrical shells with discontinuities. For that appli-
cation, the structure is decomposed in azimuth using modal
analysis, and a three-dimensional~including shell thickness!
FEA problem must be solved for each mode. This work has
provided a sound basis for applying ANM to that specific
problem, and should provide the reader with a guide for ap-
plying ANM to more complicated problems in general.
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This paper discusses the prediction of the low frequency diffuse field transmission loss through
double-wall sound barriers with elastic porous linings. The studied sound barriers are made up from
a porous-elastic decoupling material sandwiched between an elastic skin and a septum. The
prediction approach is based on a finite element model for the different layers of the sound barrier
coupled to a variational boundary element method to account for fluid loading. The diffuse field is
modeled as a combination of uncorrelated freely propagating plane waves with equal amplitude, no
two of which are traveling in the same direction. The corresponding vibroacoustic indicators are
calculated efficiently using a Gauss integration scheme. Also, a power balance is presented to
explain the dissipation mechanisms in the different layers. Typical results showing the effects on the
transmission loss of several parameters such as the septum mass, the decoupling porous layer
properties and the multi-layer mounting conditions are presented. ©2000 Acoustical Society of
America.@S0001-4966~00!01512-5#

PACS numbers: 43.50.Gf@MRS#

I. INTRODUCTION

The design of sound barriers is of utmost importance in
several industries including automotive, aerospace and build-
ings. These barriers are typically made up of a decoupling
layer sandwiched between a thin skin and a limp massive
impervious layer classically known as a septum. As such,
they may be considered a double-wall system. The decou-
pling layer is usually made up from a porous-elastic material
such as cellular~e.g., polyurethane foam! and fibrous~e.g.,
glass fibers! materials. In designing sound barriers for mul-
tiple engineering applications, the engineer must select the
type and geometric configuration of the barrier and decou-
pler materials to be used. This task necessitates a thorough
understanding of the mechanisms governing the transmission
loss of such systems together with an accurate data bank of
the mechanical and acoustical properties of these materials.
Up to now, design engineers have relied on classical analyti-
cal formulae1–3 and Transmission Loss~TL! measurements
to design sound barriers. Recent advances concerning the
modeling and experimental characterization of porous-elastic
material authorized the development of accurate numerical
prediction tools.4–8 However, current prediction methods
~i.e., the transfer matrix method: TMM! are limited to later-
ally infinite sound barriers.4,6,9At low frequencies, where the
modal behavior of the system is important, prediction meth-
ods are still limited.7,10,11In particular, these models usually
assume plane wave excitation which represents a limitation
since diffuse field excitation is the basis of standardized

transmission loss measurements. Also, it is classically as-
sumed in the above cited references that fluid loading is neg-
ligible. However, there are situations where such an assump-
tion is questionable~e.g., steel and water in marine
application!. More importantly, to simulate correctly a dif-
fuse field excitation at low frequencies, fluid-structure load-
ing must be accounted for. The approach proposed in this
article eliminates these two limitations.

The paper discusses the prediction of the low frequency
diffuse field transmission loss through double-wall sound
barriers with elastic porous linings. The studied sound barri-
ers are made from a porous-elastic decoupling material sand-
wiched between an elastic skin and a septum. It uses a nu-
merical model based on a finite element method for the
different layers of the sound barrier coupled to a variational
boundary element method to account for fluid loading. In
particular a mixed displacement-pressure formulation of Bi-
ot’s poroelasticity equations is used to model the porous-
elastic layer.5 The diffuse field is modeled as a superposition
of uncorrelated freely propagating plane waves with equal
amplitude, no two of which are traveling in the same direc-
tion. The corresponding vibroacoustic indicators are calcu-
lated efficiently using a Gauss integration scheme. Finally,
expressions for the powers dissipated through the different
mechanisms governing dissipation in porous-elastic media
are derived, which has not been done in earlier works.

The developed prediction tool is used to investigate a
classical configuration in the automotive industry wherein a
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decoupling porous layer is sandwiched between the body
sheet metal and a septum. Several examples are shown to
investigate the effects of several parameters such as the sep-
tum mass, the decoupling porous layer properties and the
multi-layer mounting conditions on the diffuse field trans-
mission loss of such systems. In particular, a power balance
based on the computation of the powers dissipated in the
elastic and the porous medium is used to explain the dissi-
pation mechanisms within such systems.

II. THEORY

A. Description of the problem

The problem consists of a double-panellike structure
with arbitrary boundary conditions. The system is excited
either mechanically or acoustically by a plane wave or dif-
fuse sound field. The air space between the excited plate
~skin! and the barrier~septum! is filled with a porous-elastic
material which may be either bonded or unbonded to the
plates. The system is inserted into an infinite rigid baffle
which separates two semi-infinite fluid mediaV1 ~emission!
andV2 ~receiver!. The density and sound speed of fluid me-
dium Vi , i 51,2 are notedr i andci , respectively. The inner
and outer layers are subjected to fluid loading induced by
their acoustic radiation in their respective exterior medium.
In the following, a temporal dependencyej vt for all the
fields is assumed. The theory regarding the modeling of the
plate, the septum, the acoustic domain is classical and can be
found in Morand.12 The finite element model associated with
the porous-elastic media is based on the mixed finite element
~u,p! formulation of Biot’s poroelasticity equations and is
detailed in Ref. 5. The limitations of this model are inti-
mately linked to the size of the systems to be solved together
with the used poroelastic finite elements. Indeed, the porous
medium finite element discretization requires 4 degrees of
freedom per node. In addition, classical modal expansions
cannot be used for the porous medium due to the frequency
nonlinearity of the associated eigenvalue problem so that the
system size cannot be reduced as in classical fluid-structure
interaction problems. As pointed out by Panneton8,13 and
Rigobert,14 the number of linear poroelastic elements needed
to achieve convergence of the solution varies and may prove
to be very large according to the porous material involved
and the vibroacoustic indicators of interest. Also, the conver-
gence of the solution is affected by the dynamic comport-
ments of the elastic and fluid phases which behave differ-
ently. An approach has been recently proposed to improve
the convergence of the finite element poroelastic models by
using hierarchical porous finite elements.14 The modeling of
the complex radiation impedance matrix due to fluid loading
assumes the plate to be baffled~i.e., based on Rayleigh’s
integral15!. The details of its numerical evaluation may be
found in Ref. 16.

B. Powers dissipated in porous media

In this section, expressions for the powers dissipated
through the different mechanisms governing dissipation in

porous-elastic media are derived. This derivation follows
from the weak integral form of Biot–Allard’s poroelasticity
equations.5 A variant form of this equation is presented here.
It has the advantage of depicting the boundary terms in a
more suitable form for application of the coupling conditions
with other media. The modified weak integral form of the
porous media according to Atalla5 can be written as

E
Vp

@s<̃ s~u!:e< s~du!2v2r̃u•du#dV

1E
VpF h2

v2r̃22

“p•“dp2
h2

R̃
pdpGdV

2E
VpS h2r0

r̃22

21D d~“p•u!dV2E
]Vp

d~pun!dS

2E
]Vp

~s< t
•n!•du dS2E

]Vp
h~Un2un!dp dS

50 ; ~du,dp!. ~1!

HereVp and]Vp refer to the porous-elastic domain and its
bounding surface.u andp are the solid phase displacement
vector and the interstitial pressure of the porous-elastic me-
dium, respectively;du anddp refer to their admissible varia-
tion, respectively.n denotes the unit normal vector external

to the bounding surface]Vp. s<̃ s and e< s are the in vacuo

stress and strain tensors of the porous material. Tensors<̃ s is
related to the total stress tensors< t of the material through the

following relation: s<̃ s5s< t1h(11Q̃/R̃)p1< where U and u
refer to the solid and fluid macroscopic displacement vectors,

respectively,h stands for the porosity of the material,Q̃ is an

elastic coupling coefficient between the two phases, andR̃
may be interpreted as the bulk modulus of the air occupying

a fractionh of a unit volume aggregate4. Note thats<̃ s ac-
counts for structural damping in the skeleton through a com-

plex Young’s modulusE(11 j h). r̃22 is the modified Biot’s
density of the fluid phase accounting for viscous dissipation,

r̃ is a modified density given byr̃5 r̃112 r̃12
2 / r̃22 wherer̃11

is the modified Biot’s density of the solid phase accounting

for viscous dissipation.r̃12 is the modified Biot’s density
which accounts for the interaction between the inertia forces
of the solid and fluid phase together with viscous dissipation.
Equation~1! assumes thath(11Q̃/R̃)'1, which is valid for
most of the porous materials. Following the classical steps
leading to the weak integral form Eq.~1! with the following
particular choice for the admissible functions: ‘‘2 j vu* ’’ for
the solid-phase displacementu equation and2 j vp* for the
fluid-phase interstitial pressurep equation, wheref * denotes
the complex conjugate off, one gets
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~2!

This provides the following power balance equation:

Pelas
s 1P iner

s 1Pelas
f 1P iner

f 1Pcoup
f s 1Pexc50, ~3!

wherePelas
s , P iner

s represent the power developed by the in-
ternal and inertia forces in the solid-phasein vacuo, respec-
tively; Pelas

f , P iner
f represent the power developed by the

internal and inertia forces in the interstitial fluid, respec-
tively; Pcoup

f s represents the power exchanged between the
two phases; andPexc represents the power developed by ex-
ternal loading.

The time-averaged power dissipated within the porous
medium can be subdivided into contributions from powers
dissipated through structural damping of the skeleton, vis-
cous and thermal effects:Pdiss5Pdiss

s 1Pdiss
v 1Pdiss

t . The
time-averaged power dissipated through structural damping
is obtained fromPelas

s , namely:

Pdiss
s 5

1

2
IFvE

Vp
s<̃ s~u!:e< s~u* !dVG . ~4!

The power dissipated through viscous effects is obtained
from P iner

s 1P iner
f 1Pcoup

f s , namely:

Pdiss
v 52

1

2
IFv3E

Vp
r̃u•u* dV2E

Vp

h2

vr̃22

“p

•“p* dV12E
Vp

vS h2r0

r̃22

21DR~“p•u* !dVG . ~5!

Finally, the power dissipated through thermal effects is ob-
tained fromPelas

f , namely:

Pdiss
t 52

1

2
IFvE

Vp

h2

R̃
p p* dVG . ~6!

C. Diffuse field indicators

The diffuse field excitation can be considered as a com-
bination of freely propagating plane waves with equal ampli-
tude, no two of which are traveling in the same direction and
with the propagation vector pointing toward the plate.15 Ac-
counting for fluid loading, the system equations are solved
for each incident plane wave with incidence angle (u,w) and
complex amplitudepinc , to yield the corresponding acoustic

power radiated by the plate or the septum in mediumi,
P i ,(u,w) ~i51,2!. The diffuse field radiated in mediumi is
then obtained through an integration over the half space:

P i
d5E

0

2pE
0

p/2

P i ,(u,w)sinu du dw, ~7!

where

P i ,(u,w)5
1

2
RF E

S i

pi ,(u,w)~x!v i ,~u,w!
* ~x!•n i~x!dS~x!G ,

~8!

wherev i is the structural velocity of the plate or the septum.
Equation ~8! can be rewritten in terms of the radiation
impedance operator of the plate or the septum in medium
i, Z< i(v,x,y) as

P i ,(u,w)5
1

2
RFv2E

S i

E
S i

u i ,~u,w!
* ~y!•Z< i~v,x,y!

•u i ,(u,w)~x!dS~y!dS~x!G . ~9!

Because of symmetry, only the regular part of the impedance
operator~i.e., the one which corresponds to the imaginary
part of the Green’s function! is needed to compute the radi-
ated acoustic power. However, from the computational view-
point, it is more efficient to evaluate the radiated power di-
rectly from Eq.~8!.

The diffuse field incident power is given by:

P inc
d 5E

0

2pE
0

p/2

P inc~u,w!sinu dudw

5
S1

2r1c1
E

0

2pE
0

p/2

upincu2cosu sinu du dw,

5
S1upincu2p

2r1c1
. ~10!

The diffuse field transmission loss is given by:

TLd5
P2

d

P inc
d

. ~11!

The diffuse field powers dissipated within the porous
media are computed in a similar way toP i

d . Finally, it is
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worth mentioning that in the present work, all the diffused
field indicators are calculated using a Gauss integration
scheme.

III. NUMERICAL RESULTS

The different finite element formulations used in this
paper have been previously validated experimentally13,17and
numerically for classical mechanical and acoustical
excitations.5,16,18,19However, the diffuse field excitation has
not been investigated. In the following, the diffuse field
transmission loss obtained from the presented approach is
first compared to a Rayleigh–Ritz approach in the particular
case of a single simply supported panel, the fluid loading
effects being neglected. Next, results will be presented re-
garding the diffuse field transmission loss of the geometrical
configurations summarized in Fig. 1. In particular, several
points are studied such as the effect of the septum mass per
unit area, the influence of the interface conditions between
the different layers and the relevance of a septum model
compared to a plate model. Also, the importance of the dis-
sipation mechanisms in the system is studied according to
the interface conditions. Two different poroelastic materials
are considered: a polyester urethane foam and an unrein-
forced fiberglass which may be bonded or unbonded to the
plates. The unbonded condition is obtained by inserting a
very thin air gap between the plate and the porous layer. The
investigated porous materials have slipping conditions on
their lateral faces~i.e., the normal solid-phase displacements
are prevented on their edges! and the plate is supposed sim-
ply supported. The physical data for the porous materials are
given in Table I. In the following, the plate has dimensions
0.35 m30.22 m and is 0.001 m thick. The emission and
reception domains are supposed to contain air. In all cases,
fluid loading is accounted for, unless otherwise specified.
Finally, note that the finite element meshes have been
checked to ensure the convergence of the presented calcula-
tions.

A. Single plate excited by a diffuse field

In this section, the diffuse field transmission loss of a
single aluminum plate with Young’s modulusEs57.1
31010 Pa, Poisson’s rations50.33, mass densityrs52814
kg/m3 and loss factorhs50.001, is considered@Fig. 1~a!#.
The present approach is compared with a semi-analytical
method based on the Rayleigh–Ritz method for plate vibra-
tions together with a simple trapezoidal numerical integra-
tion scheme for the diffuse field indicators. Fluid loading is

neglected. In the semi-analytical method, 360 plane waves
~spacing of 10 degrees alongw andu) were used to model
the diffuse field whereas only 16~16 Gauss points! were
utilized in the present approach. Both the diffuse field and
normal incidence transmission loss are compared. Figure 2
shows excellent agreement between the presented approach
and the semi-analytical approach.

In the next three sections, the plate is made up of steel
with Young’s modulusEs5231011 Pa, Poisson’s rations

50.32, mass densityrs57841 kg/m3 and loss factorhs

50.007. The air cavity@case~b! in Fig. 1# is 0.0375 m thick
and the air gap@cases~d! and~e! in Fig. 1# is 0.0001 m thick.
The density and the sound speed of the air arer051.213
kg/m3 andc5342.2 m/s, respectively.

B. Influence of the septum mass per unit area

In this section, the effects of the septum mass per unit
area on the transmission loss are studied. Figures 3 and 4

FIG. 1. Design configurations of interest:~case a! single plate;~case b!
unlined; ~case c! bonded layer;~case d! unbonded layer;~case e! bonded–
unbonded layer.

FIG. 2. Diffuse field transmission loss through a single plate. Comparison
between the present approach and a Rayleigh–Ritz method combined with a
trapezoidal integration scheme for the diffuse field transmission loss.

TABLE I. Physical properties and dimensions.

Sound absorbing layer~fiberglass!

Flow resistivity s525 000 Nm24 s
Porosity h50.95
Tortuosity a`51.4
Viscous characteristic length L593.231026 m
Thermal characteristic length L8593.231026 m
Poisson’s ratio n50
In vacuoYoung’s modulus E5143103 Pa
Loss factor h50.05
Solid phase mass density r1530 kg/m3

Sound absorbing layer~foam!

Flow resistivity s525 000 Nm24 s
Porosity h50.90
Tortuosity a`57.8
Viscous characteristic length L52.2631026 m
Thermal characteristic length L852.2631026 m
Poisson’s ratio n50.4
In vacuoYoung’s modulus E58003103 Pa
Loss factor h50.265
Solid phase mass density r530 kg/m3
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present the diffuse field transmission loss through the system
depicted in Fig. 1~c! for three thicknesses~1.71 mm, 3.5 mm,
5.21 mm! of a vinyl septum with a mass density equal to
1400 kg/m3 for two different porous materials~a fiberglass
and a foam!. The chosen thickness for the inner layer corre-
sponds to masses per unit area of 2.4, 4.9 and 7.3 kg/m2,
respectively. These values coincide with classical values en-
countered in the automotive industry. It is seen that increas-
ing the septum mass per unit area induces an added mass
effect which decreases the first dip and second dip frequen-
cies for all of the tested materials. It has been verified by
analyzing the mode shapes of the system that the first dip
corresponds to a plate-controlled mode and the second dip to
the double-wall resonance. Below the first plate-controlled
mode resonance frequency, the increase of the septum thick-
ness is effectless since in this frequency band the stiffness of
the system governs the transmission loss. Above the double-
wall resonance, a thicker septum induces an increase of the
transmission loss, as expected from laterally infinite behav-

ior. This effect is particularly strong when the cavity is filled
with a soft material such as fiberglass or a limp wool what-
ever the interface conditions.

For stiffer materials, the interface conditions are very
important. Thus for the case of a foam with bonded interface
conditions~Fig. 4!, the transmission loss of the system falls
down at frequencies higher than the double-wall resonance,
instead of increasing. This is a consequence of the strong
coupling between the inner and outer layers induced by the
foam: there is a solidien transmission through the foam.
However, at higher frequencies~not shown in the figure!, the
transmission loss increases again. As soon as the foam is
decoupled through a thin air space from the inner layer@pic-
tured in Fig. 1~d!#, Fig. 5 indicates that the transmission loss
increases above the double-wall resonance, like soft materi-
als.

C. Influence of the interface conditions

In the following, the influence of the interface conditions
between the plate, the poroelastic material, and a 1.71 mm
thick vinyl septum are studied. Figures 6 and 7 present the
diffuse field transmission loss through the systems depicted
in Fig. 1 in the case of a fiberglass and a foam porous layer,
respectively. In the two cases, the porous material of thick-
ness 3.75 cm is either bonded, unbonded to both plate and
septum or bonded to the first plate and unbonded to the sep-
tum. In the three cases, the results are compared to the plate/
air/septum case@Fig. 1~b!#.

It is seen in Fig. 6 that the fiberglass induces an added
mass effect compared to the air case which shifts the dip
frequencies leftward. The presence of fiberglass improves the
transmission loss at system resonances. The bonded, un-
bonded and bonded–unbonded cases are very similar. At this
point, it is interesting to see how the power is dissipated into
the system. Calculation of the powers dissipated in the po-
rous medium has been presented in Sec. I B. The expressions
of the powers dissipated in an elastic medium or a fluid are
classical and can be found in Ref. 20. Figure 8 shows the
part of the powers dissipated within each layers relative to

FIG. 3. Diffuse field transmission loss through a finite plate lined with
fiberglass and a vinyl septum~bonded case!: influence of the septum thick-
ness.

FIG. 4. Diffuse field transmission loss through a finite plate lined with foam
and a vinyl septum~bonded case!: influence of the septum thickness.

FIG. 5. Diffuse field transmission loss through a finite plate lined with foam
and a vinyl septum~bonded–unbonded case!: influence of the septum thick-
ness.
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the total powerPdiss dissipated into the system, for the
bonded case. In this figure~and also in Fig. 9 and Fig. 10!,
P1

d and P2
d refer to the powers dissipated through acoustic

radiation in the emitting and receiving medium,Pdiss
pl refers

to the power dissipated through structural damping within
the plate,Pdiss

s refers to the power dissipated through struc-
tural damping within the porous skeleton,Pdiss

t refers to the
power dissipated through thermal effects in the porous ma-
terial, andPdiss

v refers to the power dissipated through vis-
cous effects in the porous material. At very low frequencies,
the power is mainly dissipated through structural damping
within the plate which is logical since the transmission loss
is controlled by the plate stiffness. As the frequency in-
creases the dominant dissipation mechanism becomes vis-
cous effects dissipation in the fiberglass layer. The same ob-
servations can be made for the other interface conditions.
However, the part of the total power dissipated by structural

damping within the plate is slightly more important in the
bonded case. These observations explain the similar perfor-
mance of the three configurations: since the used fiberglass is
gently soft, it does not add any significant stiffness to the
inner and outer panels.

The situation is quite different in the case of a foam
decoupling layer~Fig. 7!. When the foam is bonded onto the
first panel, the first resonance of the system is shifted right-
ward compared to the air case because of the bending stiff-
ness added by the foam; the transmission loss is greatly im-
proved in the stiffness-controlled region. However, when the
foam is also bonded to the inner layer, the transmission loss
deteriorates rapidly since in this case the foam couples,
rather than decouples, the inner and outer layers. In the un-
bonded configuration@Fig. 1~d!#, the foam stiffness effect is
negligible and only its decoupling and dissipation effects get
into play. To confirm these interpretations, Fig. 9 and Fig. 10

FIG. 6. Diffuse field transmission loss through a finite plate lined with
fiberglass and a 1.71 mm thick vinyl septum. Comparison between the un-
lined, bonded, unbonded and bonded–unbonded configurations, case b, case
c, case d, case e, respectively.

FIG. 7. Diffuse field transmission loss through a finite plate lined with foam
and a 1.71 mm thick vinyl septum. Comparison between the unlined,
bonded, unbonded and bonded–unbonded configurations, case b, case c,
case d, case e, respectively.

FIG. 8. Ratio of the powers dissipated in the different layers of a finite plate
lined with fiberglass~bonded case! and terminated with a vinyl 1.71 mm
thick septum to the total power dissipated in the systemPdiss.

FIG. 9. Ratio of the powers dissipated in the different layers of a finite plate
lined with foam~bonded case! and terminated with a vinyl 1.71 mm thick
septum to the total power dissipated in the systemPdiss.
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present the powers dissipated within each layer compared to
the total power dissipated into the system, in the bonded and
unbonded cases, respectively. It is seen that in the bonded
case, the power is mainly dissipated through structural damp-
ing within the foam skeleton which has a large damping
factor ~0.265! while in the unbonded case, viscous dissipa-
tion is predominant since the flow is not restrained to zero on
each side of the porous material. The bonded–unbonded case
seems the right compromise~Fig. 7!, since in this case both
the stiffness and damping effects~in the stiffness-controlled
region! and decoupling effects~viscous dissipation above the
double-wall resonance! get into play.

D. Septum modeling versus plate modeling

The presented results concentrated on a double panel
system with a stiffnessless inner layer~5 septum!. The pur-
pose of this section is to verify the stiffness effect in the case
of a metallike inner layer. It compares the diffuse field trans-
mission loss of a double panel system with an inner 0.89 mm
thick aluminum panel modeled~i! as a septum:rs52700
kg/m3 and ~ii ! as a thin plate:E56.8331010 Pa, n50.33,
rs52700 kg/m3, hs50.007. Figures 11 and 12 show the
results for the previous porous materials with bonded and
bonded–unbonded interface conditions. It is seen that addi-
tional peaks appear in the frequency response when the last
layer is modeled as a plate due to coupled modes of the
plate–porous–plate system. The first resonance frequency of
the system~plate-controlled mode! is lower when the septum
model is used since it only has a mass effect whereas when
the plate model is used, the stiffness of the whole system is
larger and the first resonance frequency of the coupled plate–
porous–plate mode is higher. This explains in turn the in-
crease of the transmission loss, obtained with the plate
model, in the stiffness-controlled region. Above the double-
wall resonance, the two models are sensibly~i.e., on average!
equivalent. It is, however, worth mentioning that the position
of the double-wall resonance depends on the decoupling ma-
terial. In the case where a soft material is used, the double-

wall resonance frequency is slightly lower when the plate
model is used compared with the septum model. In the case
of the foam, especially in the bonded case, the opposite is
observed because of the importance of the foam added stiff-
ness and coupling. Overall, the transmission loss calculated
with the septum model is underestimated in the stiffness-
controlled region.

IV. CONCLUSION

In this paper, a simulation tool has been proposed to
predict the low frequency diffuse field transmission loss of
3D multilayered planar complex structures made up of elas-
tic, acoustic, poroelastic and septum media and separating
two semi-infinite media. This tool is based on a finite ele-
ment model for the complex structure coupled to a varia-
tional boundary element method to account for fluid loading.
The diffuse field is modeled as a superposition of uncorre-

FIG. 10. Ratio of the powers dissipated in the different layers of a finite
plate lined with foam~unbonded case! and terminated with a vinyl 1.71 mm
thick septum to the total power dissipated in the systemPdiss.

FIG. 11. Diffuse field transmission loss through a finite plate lined with
fiberglass and an aluminum septum or an aluminum plate~bonded and
bonded–unbonded cases!: influence of the choice of the modeling for the
last layer.

FIG. 12. Diffuse field transmission loss through a finite plate lined with
foam and an aluminum septum or an aluminum plate~bonded and bonded–
unbonded cases!: influence of the choice of the modeling for the last layer.
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lated freely propagating plane waves with equal amplitude,
no two of which are traveling in the same direction. The
corresponding vibroacoustic indicators are calculated effi-
ciently using a Gauss integration scheme. Moreover, expres-
sions for the powers dissipated through visco-elastic, thermal
and viscous effects within the porous layer have been de-
rived.

Numerical results have been presented in the case of a
double panel system made of a plate lined with a porous
material and terminated with a septum. The effects of several
parameters on the diffuse field transmission loss have been
studied. Also a power balance has been used to explain the
main dissipation mechanisms in the studied systems. The
main conclusions are as follows:~i! The increase of the sep-
tum mass improves the transmission loss above the double-
wall resonance of the system for soft materials.~ii ! The
mounting conditions play an important role and the perfor-
mance depends strongly on the nature of the decoupling po-
rous layer.~iii ! When a foam-type material is used, a com-
promise must be made between stiffness effects and
dissipation effects: the best compromise is a bonded–
unbonded type of configuration. Finally, it has been shown
that when dealing with metal septa, the septum model under-
estimate the transmission loss in the stiffness-controlled re-
gion.
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Local perturbations in material density induced in a material by a compressional wave give rise to
local perturbations in refractive index. Accurate, high-resolution, three-dimensional, optical
measurements of an instantaneous refractive index perturbation in a homogeneous, optically
transparent medium may be obtained from measurements of scattered optical intensity alone. The
method of generalized projections allows incorporation of optical intensity measurements into an
iterative algorithm for computing the phase of the interrogating optical pulse as the solution of a
fixed point equation. The complex optical field amplitude, computed in this manner, is unique up to
a constant unit magnitude complex coefficient. The three-dimensional refractive index distribution
may be computed via the Fourier slice reconstruction algorithm from the optical phase data under
the assumption of weak optical scattering. The refractive index perturbation is related to local
instantaneous pressure under a linear, small-displacement model for the mechanical wave. A
numerical simulation of the measurement experiment, phase recovery, and reconstruction process
for a plane piston ultrasound transducer with a semicircular aperture and center frequency of 1.5
MHz is described and corresponds very well with experiment. Experimental data obtained using an
810-nm laser source are used to reconstruct the three-dimensional pressure field from two elements
of a 2.5-MHz linear array. Comparison with a measurement obtained via a 500-mm needle
hydrophone shows excellent agreement. ©2000 Acoustical Society of America.
@S0001-4966~00!05511-9#

PACS numbers: 43.58.Fm, 43.35.Yb, 43.35.Sx, 78.20.Hp@SLE#

I. INTRODUCTION

Modeling and measurement of acoustic wave propaga-
tion in various media have long histories in both pure and
applied research. Optical measurement of acoustic fields in
transparent media has been the subject of numerous investi-
gations since Raman and Nath1–5 offered the first accurate
model of the physics involved in optical scattering by narrow
bandwidth acoustic fields. Nearly all research has focused on
deduction of narrow-band beam cross-sectional power or
amplitude from far-field measurements of scattered optical
intensity. Typically, analog signal processing elements are
used in the optical beam path to obtain the necessary mea-
surements. Some have investigated the utility of optical near-
field measurements.6–8 This paper establishes the viability of
a new optical method for high-resolution three-dimensional
measurement of instantaneous pressure in a wide bandwidth
ultrasound pulse.

The experiment records the forward-scattered optical in-
tensity from the interaction of a collimated laser pulse with
the ultrasound field via a two-lens imaging system. The
phase of the optical field immediately after passage through
the ultrasound pulse is computed from this intensity. Recon-
struction of the instantaneous acoustic field via tomographic
methods requires recording the forward-scattered optical in-
tensity at several angles as the ultrasound transducer is ro-

tated through 180 deg about an axis normal to the propaga-
tion direction of the incident optical pulse~see Fig. 1!.
Instantaneous three-dimensional pressure in the ultrasound
pulse is then obtained from the set of recovered optical phase
distributions.

This paper is organized as follows. The physical theory
underlying the method is explained in Sec. II. Section II A
gives a model relating local refractive index to the ratio of
local to ambient density~this ratio is related to the acoustic
field variables of displacement and pressure!. Section II B
describes the relationship between optical refractive index
and the acoustic field parameters of density and pressure.
Specific parameter values for water~the medium used in the
physical experiments presented in this report! are given. Sec-
tion II C gives a simple delay model for optical scattering.
This model determines the algorithm used to reconstruct the
pressure field from optical phase measurements. Optical
phase is computed from optical intensity as the solution of a
fixed point equation via the MGP~method of generalized
projections! as described in Sec. III A. Reconstruction of the
instantaneous acoustic pressure field is discussed in Sec.
III B. Section IV presents a numerical simulation of the mea-
surement experiment including optical phase retrieval and
three-dimensional pressure field reconstruction. Section V B
compares hydrophone measurements of a complicated
wide bandwidth ultrasound field to those obtained via the
optical method presented in this paper. The paper ends with
conclusions. The Appendix briefly reviews the scalar Fresnela!Electronic mail: pitts.todd@ieee.org
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model used for optical field propagation and the implications
of this approximation for this measurement.

II. THEORY

Here we describe the relationship between the con-
tinuum mechanics of ultrasound and the electromagnetics of
the optical scattering problem. The purpose of this section is
to show under what assumptions we may consider the optical
phase delay induced by a wide bandwidth ultrasound pulse in
water to be approximately a line integral of localpressure
variations in the acoustic field. This approximation allows
the use of computed tomography algorithms to quantitatively
measure the three-dimensional distribution of pressure in the
ultrasound pulse at a selected point in time. An understand-
ing of how an acoustic wave alters the optical refractive in-
dex of the supporting medium is central to this study. Section
II A describes a simple model relating refractive index to the
ratio of local to ambient material density. The ratio of local
to ambient material density appears as a Jacobian determi-
nant in the nonlinear continuum model for the acoustic equa-
tions of motion~see Ref. 9!.

For small amplitude acoustic fields we may linearize this
model and use a constitutive relation between particle dis-

placement and pressure to develop a linear wave equation in
these field variables. We then model the refractive index per-
turbation induced by the acoustic field as being approxi-
mately linearly proportional topressurevia a piezo-optic
coefficient as described in Sec. II B. This model is used in
Sec. II C to describe a simple accumulative phase delay
model for optical scattering by small amplitude wideband
ultrasound fields. The Appendix briefly reviews the basic
optical propagation physics used in this study. We begin
with the description of how a mechanical wave alters local
refractive index.

A. Acoustic perturbation of refractive index

In a dielectric material the dominant charges in atoms
and molecules are bound. That is, they are not free to move
about in the material as they are in conductors. Simple de-
scriptions of how such materials interact with electromag-
netic fields model the constituent molecules of a medium as
charge distributions that distort in the presence of an electric
field.10 This distortion constitutes the formation of an electric
dipole. As the electric field oscillates this dipole will follow,
emitting a field of its own. The total field in the medium is
then the sum of the applied and induced dipole fields. At a
macroscopic level this effect may be accounted for by the
introduction of a polarization vectorP.10 We expect its mag-
nitude to be proportional to the molecular dipole strength and
thenumberof molecules per unit volume. The complex com-
ponent ofP accounts for absorption. Wave speed in the me-
dium is determined by both the real and imaginary compo-
nents. Its units are those of electric flux density~or electric
induction!, and in fact we may write

D2P5e0E ~1!

or

D5e0E1P5e0E1e0xE5e0~11x!E,

wheree0'8.85310212F/m is the permittivity of free space
andx is the electric susceptibility. Hence, this model predicts
changes in the permittivity of the medium corresponding to
changes in the number of molecules per unit volume. The
number of molecules per unit volume changes if the density
of the material is perturbed by an acoustic wave in the me-
dium. Refractive index,

n5Ae r5A11x, ~2!

is a function of permittivity and thus dipole moment per unit
volume under this model. Refractive index is therefore a

FIG. 1. A description of the basic experiment. The ul-
trasound transducer and laser are fired with timing that
allows the collision of optical and acoustic pulses to
take place near the optical axis of the imaging system.
The lensesl 2 and l 3 provide a means of imaging ar-
bitrary planes within the imaging volume onto the CCD
array. Planep1 is the plane immediately subsequent to
passage of the optical pulse through the acoustic field
and is sometimes referred to as the ‘‘transducer’’ plane.
Planep2 is an arbitrary diffraction plane. The dimen-
sions of the water tank used in this experiment are ap-
proximately 18318332 cm.

FIG. 2. Planar optical wavefronts impinging on a refractive index object
no1dn(r ). The background refractive index isno . Planesp1 and p2 are
parallel to the incident optical wavefronts. For sufficiently smalldn(r ) the
optical wave experiences essentially only phase delay~the complex magni-
tude remains approximately uniform after passage through the sound field
represented bydn(r )!. Pathsl1 and l2 represent two possible path choices
for the line integral in Eq.~11!. The relative phase delay at planep2 between
any two such paths is used in the method of this paper to estimate ultrasonic
pressure from the three-dimensional variation of refractive index obtained
via computed tomography.
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function of density in a dielectric material. An increase in the
number of dipoles per unit volume~higher density! implies
an increase in permittivity and thus refractive index. We ex-
pect to observe slower light wave speed in areas of greater
dipole density. Although greater pressure in a region implies
greater density, the two are not generally linearly related.
The ratio of local to ambient density describes the percent
increase in the number of molecules per unit volume. Hence,
for a homogeneous material of densityro , we may write

n~r ,t !5Ae r5A11xr~r ,t !/ro, ~3!

wherer(r ,t) is the density at locationr at time t. Next we
use the model for the propagation of a mechanical distur-
bance in an elastic medium described in Ref. 9 to relate
pressure to the optical refractive index perturbation in Eq.
~3!.

B. Piezooptic coefficient

Currently, no physical data for the elasto- and piezo-
optic coefficients at the temperature and wavelength used in
our experiment~see Sec. V! is available in the literature. In
the following we derive a theoretical estimate of the change
in refractive index with density and pressure. Under the re-
fractive index model discussed in Sec. II A the electric sus-
ceptibility x is proportional to the local number of molecules
per unit volume. We thus expect the net susceptibility to
change in direct proportion to the Jacobian determinant,
yielding

n~r ,t !5A11xJ21~r ,t !, ~4!

where the JacobianJ(r ,t) is given by

J~r ,t !5U I1F jx,x~r ,t ! jy,x~r ,t ! jz,x~r ,t !

jx,y~r ,t ! jy,y~r ,t ! jz,y~r ,t !

jx,z~r ,t ! jy,z~r ,t ! jz,z~r ,t !
GU . ~5!

The quantityj i , j (r ,t) for i , j 5x,y,z is the partial derivative
of the i-coordinate component of the displacement function
j(r ,t) with respect to thej-coordinate variable, andI is the
333 identity matrix.

The refractive index perturbation induced by the me-
chanical wave depends simply on the Jacobian determinant
describing the local distortion in the supporting medium. For
small amplitude acoustic waves the Jacobian differs little
from unity. In the linear acoustic model the Jacobian deter-
minantJ is approximated as one. For an isotropic, dielectric
material such as water the relationship between refractive
index, n(r ,t), and the ultrasound field may be described as
given in Eq.~4! and written as

n~r ,t !5Ae r5A11xr~r ,t !/ro, ~6!

wherer(r ,t) is the density at locationr at time t. Equation
~6! may be rewritten as

n~r ,t !5Ae r5A11xA11
x

ro~11x!
~r~r ,t !2ro!.

~7!

A Taylor series expansion of Eq.~7! gives

n~r ,t !5no1
no

221

2pono
~r~r ,t !2ro!. ~8!

Assuming water behaves as an isentropic fluid during our
measurement and that the amplitude of our ultrasonic waves
is sufficiently small, the over-density (r(r ,t)2ro) may be
related to the over-pressurep(r ,t) by a simple coefficient11

giving

n~r ,t !5no1
no

221

2norono
2 p~r ,t !. ~9!

For a temperature of 30 °C we havero5995.65 kg/m3, co

51509.5 m/s~see Ref. 12!. An optical wavelength ofl5810
nm at 30 °C givesno51.3273 ~see Ref. 13!. We therefore
calculate the piezo-optic coefficient in Eq.~9! to be

S ]n

]pD51.2648310210 pascal21. ~10!

In our measurement the refractive index perturbation is
small. This results in minimal coupling between the compo-
nents of the electric field vector. We therefore use a scalar
model for the electromagnetic field propagation and
scattering.14–16

It should be clear from the above discussion that the
actual optical scatterer is the Jacobian displacement determi-
nant and not the pressure field. The actual relationship be-
tween pressure and density in water is very complicated and
several sophisticated models have been developed. We em-
phasize, however, that the relationship described in Eq.~4!
does not depend on a constitutive relationship and mayal-
ways be used. For the purpose of comparing hydrophone
~pressure! measurements to those obtained optically we use
the simple model relationship given in Eqs.~9! and ~10!.

C. Optical scattering model

In this section the weak scattering model for the inter-
action of the optical and acoustic pulses is explained. The
FSR ~Fourier slice reconstruction! algorithm ~see Sec. III B!
is used to reconstruct the instantaneous pressure in the ultra-
sound pulse from optical phase delay data. Thus it is as-
sumed that the ultrasound pulse may be considered aphase
object. A phase object induces essentially only phase varia-
tions in the optical wavefront. To consider the sound field a
phase object the amount of optical scattering must be small.
Consider a plane wave impinging on a region of space with
varying refractive indexn(r ) as shown in Fig. 2. The refrac-
tive index variations will induce breadth into the angular
plane wave spectrum, scattering the optical wave. If we write
the refractive index function as

n~r !5no1dn~r !,

wheredn(r ) is a small change in the local refractive index
representing the scatterer, the relative phase delay is given as

u5kE
1
dn~r !ds, ~11!

where the wave numberk is given by k5v/c and s is a
parameter describing distance along the path1.

2875 2875J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 T. A. Pitts and J. F. Greenleaf: 3-D optical measurement



III. SIGNAL PROCESSING

A. Optical phase recovery from magnitude

If we are to infer the desired pressure information we
need to know thephaseof the optical field in the plane
immediately after the ultrasound pulse. Much work has been
done on the problem ofphase recovery.17,18 In this paper we
use a version of the Gerchberg–Saxton algorithm applied to
Fresnel diffraction~see Fig. 3!. We begin with the magnitude
of the field in plane 1 and an estimate for the phase. We then
propagate this estimated field to plane 2 and apply any
known constraints to the field. In this case we have measured
the intensity and thus know the magnitude. The propagated
phase is retained. Propagating the field back to plane 1 and
applying the magnitude constraint again completes a single
iteration and yields an estimate for the complex valued field
over this plane. In our model the acoustic pulse is a phase
object and therefore the magnitude in plane 1 is always
unity. Iteration stops when the corrected~measured! magni-
tude and the predicted magnitude in one of the planes are not

significantly different. It has been shown that the algorithm
possesses a property of error reduction guaranteeing a mono-
tonic decrease in a metric known as the SDE~summed dis-
tance error!.19,20

Definition ~Summed distance error!. Let C1 , C2 be any
two closed sets with projection operatorsP1 , P2 , respec-
tively. Let fn be the estimate of f at the nth iteration of the
equation

f n115P1P2f n , f 0 arbitrary.

Then the performance measure at fn , denoted by Je( f n), is
the sum of the distances between the points fn and the sets
C1 and C2 . Thus the performance is measured by

Je~ f n!,iP1f n2 f ni1iP2f n2 f ni .

The quantity Je( f n) is referred to as the SDE (summed dis-
tance error).

Note that

Je~P2f n!5iP1P2f n2P2f ni1iP2f n2P2f ni , ~12!

FIG. 3. The above algorithm may be viewed as reconstruction via projection onto constrained sets. We begin with the magnitude data measured in plane 2
of Fig. 1 and an initial phase guess. We then propagate this field to plane 1 and apply any known constraints such as region of support for the phase function
or a magnitude constraint. After enforcing the constraints we propagate the resulting field back to plane 2 in Fig. 1 and apply any known constraints on values
in that plane. In our case the principal constraint on plane 2 is the measured magnitude. We continue this process until the constraints are satisfied~within
some tolerance! without explicit enforcement.

FIG. 4. A schematic of the simulated experiment.~a! Planar optical wavefronts propagating toward the two-dimensional phase delay function representing the
ultrasound in~b!. In the actual experiment these are produced with the laser and collimating lens in Fig. 1.~b! The ray sum~taken in the direction of the optical
wave propagation! of the ultrasound field. The field is produced by the transducer in~e!. ~c! Optical wavefronts immediately after passing through the
ultrasound field. The amplitude remains essentially unchanged. The phase delay is proportional to the ‘‘projection’’~in the direction of optical wave
propagation! of the ultrasound field. Their location corresponds to planep1 in Fig. 1. ~d! Optical intensity after propagating a known distance beyond
interaction with the ultrasound field. In Fig. 1 this location is specified by planep2 . ~e! The ultrasound transducer producing the field in~b!. In the simulation
a Fresnel model for acoustic propagation is used.
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where we have usedP2P2h5P2h. Correcting the magnitude
of the complex field distribution over planes 1 and 2 corre-
sponds to the projectionsP1,2 respectively.14 It has also been
shown that the phase which satisfies the fixed point equation
defined by the iterative process described above is unique up
to a constant unit magnitude complex factor.14,21

B. Inversion of Radon transform

During the basic measurement experiment described in
Figs. 1 and 4 a recording of the forward-scattered optical
intensity is obtained for several anglesu as the transducer is
rotated about an axis perpendicular to the impinging optical
pulse. The method described in Sec. III A allows computa-
tion of the optical phase immediately after passage through
the ultrasound pulse. As shown in Sec. II C@see Eq.~11!#
this phase represents a ray sum of the instantaneous local
optical delay in the direction of the incident optical pulse.
Thus for each angleu, a ray sumpu(r 2) through the object
distributiono(r ) is obtained. Rotation of the object about the
origin in the spatial domain rotates the Fourier transform
through the same angle.22 Thus we obtain the two-
dimensional Fourier transform of an object by recording a
complete set of projections for 0<u,p. This set of projec-
tions is referred to as a Radon transform.20 It is clearly in-
vertible as the original object distribution can be obtained
from it via the Fourier transform. A function may therefore
be described in the Radon transform domain as well as in the
spatial or Fourier domains.

In practice, however, only a finite set of points$r 2,k ,uk%
is measured. Sampled Radon transforms are not, in general,
invertible. Sampling is not one-to-one. Shannon’s sampling
theorem explains how two different vectors~sinusoidal sig-
nals! are mapped to the same coefficient through aliasing or
‘‘spectral folding.’’ In practice, adequate sampling takes
place at twice the frequency of the lowest frequency signal
we are willing to alias.

It is clear from the development of the Fourier slice
theorem22 that sampling in angle occurs in the Fourier do-
main. That is, the density of angular samples must be based
on the angular frequencies present in the Fourier domain
representation of the signal. Required angular sampling rates
will increase with increasing angular asymmetry of the spa-
tial domain signal.

In applying sampling criteria to the measurement experi-
ment it must be remembered that intensity is the actual
physical quantity sampled. It is necessary to relate the fre-
quencies present in the phase function to those present in the
optical intensity pattern. For the purpose of obtaining an es-
timate of the required spatial sampling density the optical
field immediately after passage through the ultrasound pulse
may be approximated via Taylor’s series expansion of
exp(f8(r')) as

u~r' ,z!511 j f8~r'!, ~13!

wheref8(r') represents the spatialvariationsinduced in the
optical wave front andr' coordinate vector representing di-
rections transverse to the direction of propagation of the im-
pinging optical wave. We obtain an approximate spectrum
for u(r' ,z) by transforming Eq.~13!. For sufficiently small

amplitude pressure variations, the portion of the optical an-
gular plane wave spectrum that represents spatialvariations
and the corresponding portion of the sound field spectrum
are related by the factorj.

Thus under weak scattering assumptions it is approxi-
mately correct to consider the bandwidth of the phase func-
tion and the bandwidth of the optical signal to be the same.
The bandwidth of the optical intensity will be twice that of
the complex optical amplitude. Thus the projection sampling
rate computed from the optical phase function is multiplied
by a factor of two to obtain the correct sampling rate for the
optical intensity in the experiment. Theangular sampling
rate is computed directly from the Fourier domain data.

C. Background suppression

Ring artifacts resulting from errors that occur consis-
tently in each view are a source of problems in tomography.
Examples of this are an improperly calibrated sensor, optical
amplitude variations caused by multiple reflections, station-
ary Airy patterns in the image resulting from small particles
in the beam path, etc. Such corruption will result in a ridge
~or ridges! in the Radon transform domain parallel to the
angular coordinate axis. During the reconstruction process
the one-dimensional Fourier transform of each view is com-
puted. The addition of the same local feature in each view
may be considered an identical perturbation of one-
dimensional Fourier coefficients. This results in circular
rings or ridges in the two-dimensional Fourier transform do-
main of the object distribution. Enforcing the conjugate sym-
metry of real objects in the Fourier domain does not elimi-
nate the artifact. The conjugate symmetric part of the artifact
remains and reconstructs to ringlike features centered about
the tomographic axis of rotation in the spatial position do-
main.

In our experiment the Radon transform is not measured
directly. Rather, intensity images are recorded as a function
of angle and a set of phase functions representing the Radon
transform is computed. The similarity of features between
the intensity in planep2 of Figs. 1 and 4 and the retrieved
phase in planep1 allows discussion of ring artifacts in the
above fashion. Any number of methods are available for fil-
tering out such corruption. The results presented in this paper
are obtained using a simple FIR~finite impulse response!
filter designed to reject spectral components representing
high frequencies parallel to the sensor axis~a row of the
CCD ~charged coupled device! array and low frequencies
parallel to the angular axis simultaneously. For a discussion
of the use of wavelets to accomplish this filtering task please
see Pitts.14

IV. NUMERICAL SIMULATION

To more completely understand the nature of the physics
and signal processing involved in the measurement technique
described in this paper, a simulation of the complete experi-
ment and reconstruction process was computed. Figure 4 de-
picts the measurement of a single view of the field. Incident
from the left are planar optical wavefronts@see Fig. 4~a!#. In
the diagram of the physical experiment in Fig. 1 these are
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produced by the laser source and collimating lens. The out-
put of the transducer in Fig. 4~e! is simulated via a Fresnel
model for a simple acoustic aperture function. The accumu-
lated ~in the direction normal to the optical wavefronts! op-
tical refractive index is pictured beneath the transducer aper-
ture in Fig. 4~b!. The data indicated by the vertical line in
this image are plotted in Fig. 5~b!. In Fig. 4~c! is a represen-
tation of the opticalphaseor optical wavefront shape indi-
cating the accumulated delays and advances experienced by
the wavefront as it passes through the ultrasound pulse. Un-
der our weak scattering model, points on this surface plot
deviate from zero in direct proportion to the ray sum of the
refractive index variation induced by the acoustic distur-
bance. The magnitude of the optical wave over this plane is
approximately uniform. The location of Fig. 4~c! corre-
sponds to planep1 in Fig. 1. Figure 4~d! depicts the optical
intensity that is imaged onto the CCD~charge coupled de-
vice! array. The data indicated by the vertical line in this
image are plotted in Fig. 5~a!. Planep2 is the corresponding
location in Fig. 1. Lensesl 2 and l 3 in Fig. 1 image this
plane onto the CCD array.

The simulation used an ultrasound pulse of four cycles
at a center frequency of 1.25 MHz. The time series was
filtered to approximately represent a transducer with 80%
bandwidth. A plane piston D-shaped aperture was driven and
a Fresnel model used to propagate the pulse 40 acoustic
wavelengths from the aperture. The two-dimensional projec-

tion of the pressure field onto a plane transverse to the propa-
gation direction of the impinging optical pulse was used to
create a phase perturbation on a planar optical wave with a
maximum deviation from zero equal top/5. A Fresnel model
was then used to propagate this optical distribution 8 cm
~planep2 in Fig. 4!. The squared modulus in this plane rep-
resents the experimentally measured optical intensity. Figure
5~a! plots the optical intensity in planep2 . The location of
the data in this plot is indicated in Fig 4~d! by the vertical
line. Similarly indicated in Fig. 4~b! are the locations of the
simulated optical phase delay data plotted in Figs. 5~b! and
~c!. A practical signal-peak-to-noise variance ratio of 8.6
31026 in the diffraction plane intensity measurements was
estimated from a single experimentally obtained image~see
Sec. V! under the assumption that the measurement noise
may be represented by a Gaussian white noise random field.
Zero mean Gaussian noise was then added to each simulated
intensity image to produce the same apparent signal-peak-to-
noise variance ratio. A total of 60 views, evenly spaced over
180 deg, were taken for reconstruction.

One hundred thirty iterations per view were used to re-
trieve the phase~planep1 in Figs. 1 and 4! from the noisy
intensity plane images~planep2 in Figs. 1 and 4! under the
assumption of uniform optical intensity over planep1 . Fig-
ure 5 shows the phase retrieved image corresponding to the
first view. A typical difficulty evident in both line plots is the
reduction in amplitude of the higher peaks in the phase im-

FIG. 5. A comparison of phantom and retrieved phase for increasing iteration number in the phase retrieval algorithm. The solid line plots the phantomphase.
~a! A line plot showing the intensity data under the vertical line in Fig. 4~d! for the first view in the simulated experiment.~b! A line plot comparing the
retrieved phase indicated by vertical line Fig. 4~b! after 30, 60, and 120 iterations of the phase retrieval algorithm with the original phantom.~c! A line plot
comparing the retrieved phase indicated by horizontal line Fig. 4~b! after 30, 60, and 120 iterations of the phase retrieval algorithm with the original.~d! The
SDE ~summed distance error! through 130 iterations in the phase retrieval.
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age. Figure 5~d! shows the monotonically decreasing SDE
~summed distance error!. The collection of phase retrieved
views constitutes the Radon transform of the instantaneous
refractive index distribution. Rows in a single view are al-
ways oriented orthogonal to the axis about which the trans-
ducer ~and hence the acoustic field! is rotated during data
collection. Some care must be taken during the experiment to
ensure orthogonality or the images must be adjusted appro-
priately during a post-processing step. The two-dimensional
function obtained by considering how the optical phase in a
single row varies with view angle is the Radon transform of
a single level slice through the refractive index perturbation.
This slice is oriented normal to the rotational axis and is
therefore approximately parallel to the emitting surface of
the transducer.

The complete set of phase retrieved views provides a set
of Radon transforms~one for each row in a given image!
which are reconstructed independently to yield a complete
description of the refractive index distribution in the pulse.
Figure 6~a! shows the results of applying the FSR~Fourier
slice reconstruction! algorithm to a single level slice~taken
parallel to the emitting aperture!. Figures 6~b! and ~c! show
line plots comparing the reconstructed and simulated pres-
sure distributions. Very good fidelity is apparent in both
plots. The greatest discrepancy is observed in the high nar-
row peaks of Fig. 6~c!.

V. EXPERIMENTS

The first step in determining the viability of the method
described in this paper is to test its linearity as described by
Eq. ~14! in Sec. V A. This was done explicitly in the two
experiments described in Secs. V A 1 and V A 2. Finally, the
method is validated in Sec. V B via a point-by-point com-
parison of hydrophone and optical measurements of the
acoustic field produced by two elements of a 64-element,
2.5-MHz linear array.

A. Measurement linearity

If the optical measurement method is linear it will sat-
isfy the scaling and superposition properties in Eq.~14!.

M$as1~r !1bs2~r !%5aM$s1~r !%1bM$s2~r !%. ~14!

In Eq. ~14! M$ % is the measurement operator,a andb are
different scalar coefficients, ands1,2(r ) represent the pres-
sure in two different ultrasound pulses. The ability of the
optical method to provide quantitative measurements of
sound fields was tested explicitly in the following two ex-
periments.

1. Superposition of refractive index perturbations

Three different driving voltage waveformsw1 , w2 , and
w35w11w2 were used to drive a Panametrics, 12.5-mm
diameter, 2.25-MHz ultrasound transducer. The voltage
waveformw1 was 2.22ms of a 2.5-MHz tone burst. Voltage
w2 was 2.22ms of a 2-MHz tone burst. In each case, fore-
ground ~sound on! and background~sound off! images in
planesp1 andp2 of Fig. 1 ~also see Fig. 4! were taken. These
data were used to recover the phase of the optical pulse im-
mediately after passage through the sound field. The sum of
the phase delay produced using voltage waveformsw1 and
w2 is plotted with that produced by driving voltagew3 in
Fig. 7. Excellent agreement is apparent, thus demonstrating
the presence of the superposition property in the measure-
ment process.

2. Scaling of refractive index perturbation

To test the amplitude scaling property of the measure-
ment operator several linearly scaled versions of the same
driving waveform~five cycles at 2.25 MHz! were applied to
the transducer. The resulting pressures ranged from 6.59 to
111 kPa~spatial peak amplitude at a propagation delay of
approximately 10ms!. In each case foreground~sound on!
and background~sound off! images from the transducer and
diffraction planes were used in conjunction with the phase
retrieval algorithm to compute the phase delay introduced
into the optical wavefront by the ultrasound pulse.

Figure 7~d! shows a line plot of the peak~both positive
and negative! optical phase delays introduced into the optical
wavefront by the ultrasound pulse as a function of applied
voltage amplitude on the transducer. Also shown is a plot of
peak pressure in the wave as measured via a calibrated mem-
brane hydrophone. The peak positive and negative pressures
measured by the hydrophone were the same. The linearity of
the optical measurement is excellent for lower pressures. As

FIG. 6. ~a! Reconstruction of a level parallel to the transducer aperture.~b! Data under the vertical line are plotted against corresponding data from the original
phantom in~c!. ~c! Data under the horizontal line are plotted against corresponding data from the original phantom.

2879 2879J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 T. A. Pitts and J. F. Greenleaf: 3-D optical measurement



the peak pressure in the ultrasound transducer is increased
we begin to deviate from our model~which requires no dif-
fraction during propagation through the ultrasound field!.
The authors believe this to be a result of optical scattering
during passage through the acoustic field~see Sec. II C!.
Pressures used in the experiment were sufficiently low so as
to eliminate the nonlinear relationship between pressure and
density or density and refractive index as the source of the
discrepancy at higher amplitudes.

Figure 7~e! shows a plot of normalized optical intensity
variation immediately after passage through the acoustic
field. Normalized optical intensity variation is computed as
image range~difference between maximum and minimum
intensities in background normalized image! divided by the
mean of the background. Clearly, under the scattering model
described in Sec. II C this value should be zero because the
amplitude of the impinging optical wave remains unaltered
during propagation through the sound field. The plots in
Figs. 7~e! and ~f! thus provide a means of assessing how

closely the measurement experiment conforms to this re-
quirement. Figure 7~f! shows the normalized optical intensity
variation immediately after passage through the ultrasound
field measured in Sec. V B as a function of view angle. Any
optical measurement should be checked in this fashion prior
to reconstruction. The excellent comparison between optical
and hydrophone measurements given in Sec. V B shows that
the perturbation of optical amplitude during propagation
through the ultrasound field indicated in Fig. 7~f! may be
considered minimal.

B. Optical versus hydrophone measurement

To validate the fidelity of the optical method, this sec-
tion presents a comparison between data obtained with a
calibrated NTR Systems, Inc. 500-mm diameter hydrophone
and that acquired via the optical imaging technique discussed
in this paper. In this experiment elements 32 and 34 of a
2.5-MHz, 64-element linear array were used to create a

FIG. 7. The above plots demonstrate the linearity of the measurement operator.~a! The image is 34 mm in the vertical and 14.2 mm in the horizontal
dimension, respectively, and depicts the phase retrieved image of the waveform produced when the transducer is driven with the algebraic sum of waveforms
w1 andw2 . Figures~c! and ~d! show line plots comparing the result in~a! ~solid line! with the sum of optical phase distributions obtained by driving the
transducer withw1 andw2 separately.~d! Comparison of integrated optical phase delay~maxima and minima! with peak pressure values as a function of
applied voltage on a Panametrics 12.5-mm, 2.25-MHz, plane piston transducer. Excellent linearity is observed for peak pressures below about 75 kPa.~e!
Normalized peak optical intensity variation~image range divided by the mean background value! immediately after passage of the optical pulse through the
sound field as a function of applied voltage amplitude on the ultrasound transducer. A true phase object~see Sec. II C! produces a value of zero.~f!
Normalized peak optical intensity variation immediately after passage of the optical pulse through the sound field as a function of tomographic view angle for
the field measurement described in Sec. V B. The ultrasound field may be approximated as a phase object in this case due to the small deviation from the mean
background value.

2880 2880J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 T. A. Pitts and J. F. Greenleaf: 3-D optical measurement



double slit pattern. A short tone burst at the transducer center
frequency was applied to the two elements. All other ele-
ments were grounded. The field was imaged approximately
12 ms into its temporal evolution. The optical intensity was
imaged approximately 7.33 cm after passage through the ul-
trasound pulse~this distance is the separation between planes
p1 and p2 in Figs. 1 and 4!. The same drive signals were
used to generate the pulse for the hydrophone measurement.

The optical data for the double slit experiment using
array elements 32 and 34 were taken at a temporal delay of

12 ms. Two slices from approximately the same location in
the hydrophone and optical data volumes were selected and
registered by hand. Figures 8~a! and ~b! show the hydro-
phone and laser data slices, respectively. Line plot compari-
sons between the two slices are shown in Fig. 8. Figures 8~c!
and ~d! show excellent agreement between hydrophone and
optical measurements. The plots in Figs. 8~e! and~f! demon-
strate an advantage of the optical method. The averaging
property or directivity pattern of the hydrophone leads to
inaccurate field measurement in these regions.

FIG. 8. ~a! Hydrophone measurement of pulse from elements 32 and 34 of a 2.5-MHz, 64-element linear array at a delay of 12ms. ~b! Optical measurement
of the same field.~c!–~f! Line profile comparisons between optical and hydrophone measurements at the indicated locations in image plots. The reason for the
poor agreement in panels~e! and ~f! is the directivity pattern~spatial averaging property! of the 500-mm diameter hydrophone.
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VI. CONCLUSIONS

This paper describes an optical method for detailed
three-dimensional measurement of instantaneous pressure in
a wide bandwidth ultrasound pulse propagating in water. The
method records the forward-scattered optical intensity from
the interaction of a collimated laser pulse with an ultrasound
field via a two-lens imaging system~see Sec. V!. The optical
intensity is recorded as a function of angle as the ultrasound
transducer is rotated through 180 deg about an axis normal to
the propagation direction of the incident optical pulse. The
phase of the optical field immediately after passage through
the ultrasound pulse is computed from this intensity via the
MGP ~method of generalized projections! ~see Sec. III A!
under a scalar Fresnel model for optical wave propagation
~see the Appendix!. A rigorous model for acoustic wave
propagation is used, precisely defining the nature of the op-
tical scatterer and its relationship to the acoustic pulse inde-
pendent of a particular constitutive relationship between
pressure and density. A linear model for the relationship be-
tween local pressure and local refractive index perturbation
is described in Sec. II A assuming a simple pressure-density
relationship. A simple delay model is described in Sec. II C
for the interaction of the optical wave with the ultrasound
pulse. This allows the reconstruction of the instantaneous
three-dimensional refractive index distribution from the op-
tical phase via the Fourier slice reconstruction algorithm~see
Secs. V and III B!. A numerical simulation of the measure-
ment experiment and reconstruction process for a plane pis-
ton ultrasound transducer with a semicircular aperture and
center frequency of 1.5 MHz in Sec. IV demonstrates the
theoretical viability of the measurement. Laboratory mea-
surements obtained using the method described in this paper
are compared with 500-mm needle hydrophone measure-
ments of a pressure field from two elements of a 2.5-MHz
linear array. Excellent agreement is observed everywhere ex-
cept those regions where the hydrophone directivity pattern
prevents accurate measurement.

The method presented in this paper provides an accurate,
quantitative means for obtaining the three-dimensional, in-
stantaneous refractive index perturbation induced in water
via an ultrasonic wave. There are no restrictions on the band-
width of the ultrasound field. In general this refractive index
perturbation is a simple function of the ratio of local instan-
taneous to ambient material density. For small amplitude
pressure waves the change in refractive index is related lin-
early to pressure. The resolution of the method is limited
principally by the quality of the optics employed. As the
amplitude of the ultrasound pulse increases, the linear rela-
tionship between pressure and refractive index deteriorates
and the more complete description in terms of local density
ratios is needed. Also, the delay model for optical scattering
must give way to one including scattering within the sound
field. This is also the case if the dimension of the sound field
traversed by the optical pulse is sufficiently large, or the
ultrasound frequency is high enough so that features of the
optical scatterer approach the order of a light wavelength.
The method depends only on optical intensity measurements
and uses an iterative phase retrieval algorithm to compute the
optical phase delay necessary for the reconstruction of three-

dimensional pressure. The method may find application in
calibration, practical transducer design and manufacture, in-
vestigation of processes important in ultrasonic imaging sys-
tems such as phase aberration, and studies in acoustic wave
propagation and scattering.
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APPENDIX: OPTICAL FIELD MODEL

Fundamental to this study is the model used for optical
wave propagation. The measurement method inverts this
model to provide the three-dimensional distribution of re-
fractive index. We briefly review the approximations made
in developing the Fresnel model for optical wave propaga-
tion from Maxwell’s equations and verify that our experi-
mental conditions satisfy these constraints. The discussion is
extended from Balanis,10 Goodman,15 and Kong.23

Under the assumption of no magnetic monopoles, con-
stant permeabilitym, no impressed current sources, zero con-
ductivity, no electric charge in the solution region, and the
constitutive material models,

D5eE, ~A1!

B5mH, ~A2!

the following vector electromagnetic wave equation for the
electric field may be developed from Maxwell’s equations,

¹2E5
1

c2 S ]2

]t2D ~11x!E2
¹~E•¹x!

11x
. ~A3!

In Eq. ~A3!, c51/Amoeo, x is susceptibility, andE is the
electric field vector. Equation~A3! is a linear, second-order
partial differential equation for electromagnetic fields in an
isotropic medium. The second term on the right-hand side of
Eq. ~A3! provides coupling between the three vector compo-
nents of the electric field. If the spatial variations in the sus-
ceptibility occur sufficiently slowly this term may be ne-
glected. In this case, we have the three separate scalar wave
equations

¹2En5
1

c2 S ]2

]t2D ~11x!En , where n5x,y,z. ~A4!

The form of the second term in Eq.~A3! also indicates that
high gradients in the electric susceptibility do not create cou-
pling if they are perpendicular to the electric field vector.

From the discussion in Sec. II A it is clear that a medium
at rest~in the absence of a mechanical wave! has an intrinsic
polarizability or electric susceptibilityx i . This value is per-
turbed by an acoustic wave in proportion to the induced den-
sity change. If we neglect Doppler shift induced in the opti-
cal wave by the acoustic wave motion we may consider the
refractive index perturbation stationary and write
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¹2u~r ,t !5
1

c2 ~11x iJ
21~r ,t !!S ]2

]t2Du~r ,t !. ~A5!

Here we use a generic scalar variableu(r ,t) for the electric
field under the assumption that coupling between field com-
ponents may be neglected. Note thatc is the speed of light in
a vacuum and that the dependence ofJ21(r ,t) on the vari-
able t is merely that of an index~to define a point in the
temporal evolution of the ultrasound pulse!.

From the above it is clear that under certain restrictions
it is appropriate to use a scalar model for electromagnetic
wave propagation and scattering. Here we review conditions
under which an additional simplification, known as the
Fresnel approximation, may be used.15,16 Consider the fol-
lowing free space wave equation:

S ¹22
1

c2

]2

]t2Du~r ,t !50. ~A6!

If u(r ,t) is time harmonic we assumeu(r ,t)5Re$u(r )ej vt%
and solve

~¹21k2!u~r !50. ~A7!

Expansion ofu(r ,t) in a complex exponential basis together
with an assumption on the possible directions of propagation
for the various plane wave components of the solution yields
~see Goodman15!

U~r' ,z!5E
2`

`

d2k'U~k',0!ejkzz, ~A8!

where kz5Ak22k'
2 , k is the wave number, andk'

5(kx ,ky) is the transverse wave number. Assumption of a
band limited spectrum~see Solimenoet al.16! implies k'

2

!k2 and we may write, using the first two nonzero terms in
Taylor’s expansion,24

k2A12~k' /k!2'k2
1

2

k'
2

k
,

giving

U~r' ,z!5E
2`

`

d2k'U~k',0!ej @k2~1/2!~k'
2 /k!#z. ~A9!

This approximation will be acceptable if the resulting phase
error is much less than 2p. We may approximate the errorae

with the third nonzero term in Taylor’s expansion to give

ae5 1
8 k'

4 zb /k3. ~A10!

Given a phase errorae , Eq. ~A10! defines amaximumdis-
tancez for which the model is valid.

Using a Green’s function approach in the spatial domain
it has been shown that under assumptions of aspace-limited
field ~see for example Goodman15! that the model in Eq.~23!
may be used from infinity up to someminimumdistancez.
We write the errorbe as

be5
1

8

a4k

zs
3 , ~A11!

wherea25x21y2 is the radius of a circle in thexy-plane
that contains the entire aperture. While no signal may be

both strictly band and space-limited, the required approxima-
tions are satisfied in both cases ifzs,zb . Settingae5be we
obtain the required condition,16

a,8aek
2/k'

3 , ~A12!

which allows use of the Fresnel approximation from dis-
tances very close to the aperture out to infinity. It should be
noted thata is the aperture of our system,k is the optical
wave number, andk' is the spectral breadth induced into the
optical angular plane wave spectrum by the ultrasound field
~see Sec. II C!. Assuming an acoustic wave speed of 1480
m/s, that the highest frequency the ultrasound transducer can
pass is 5 MHz, an optical wavelength ofl5810 nm, and
ae50.1, we obtain a maximum aperture of

amax58aek
2/k'

3 '5 m.
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Spatial cross-correlation beamsteering with a T-shaped sparse array can provide an efficient
procedure to identify the directions and to obtain the emission levels of multiple uncorrelated noise
sources. The procedure can be applied to stationary or moving sources. It provides two-dimensional
image resolution equivalent to that of a full array, but requires significantly fewer microphones. This
results in substantially reduced requirements for data acquisition and signal processing, with a
material cost reduction. Simulation, laboratory measurement, and field measurement of a train
moving at high speed illustrate application of the procedure. ©2000 Acoustical Society of
America.@S0001-4966~00!00812-2#

PACS numbers: 43.60.Gk, 43.20.Ye@JCB#

I. INTRODUCTION

In many practical situations it is desirable to measure the
sound field of a source distribution in such a way that it is
possible to analyze the position and source strengths of dif-
ferent radiating parts. Examples are the quantification of the
acoustic sources of machinery, but also from moving
sources, like vehicles, trains, and aircraft. Especially in those
cases where it is not possible to examine these sources from
nearby, the use of highly directive microphone systems is
advantageous. Conventional single microphone methods to
obtain directivity are based on gradient and interference tube
microphones.1 Directivity can also be obtained in combina-
tion with parabolic mirrors.2 These solutions have physical
limitations in resolution and frequency range, mainly due to
the limited dimensions in relation to the relevant wave-
lengths. Higher resolution can be obtained with microphone
arrays in combination with adequate signal processing.3–7

Such microphone arrays can basically be divided into one-,
two-, and three-dimensional systems. Another classification
can be made based on the applied signal processing. There
are several approaches, ranging from simple time domain
beamsteering to advanced processing schemes, based on the
cross-spectral matrix of the array signals. Many of these
techniques stem from seismics,8 radar,9 sonar,10 and radio
astronomy.11 Time domain beamsteering processing is often
applied, because of the simple signal processing that is re-
quired. It also gives the most stable results and in some sense
the best signal to noise ratios. However, cross-spectral den-
sity matrix processing may lead to higher spatial resolution.
Well-known examples of the latter are the Capon method12

and the MUSIC algorithm.13 A special class of cross-spectral

matrix processing is optimized for the use of so-called sparse
arrays with the benefit that many fewer sensors are needed.
Here, use is made of the properties of the spatial correlation
function of the wave field. Examples are found in radio
astronomy,11 sonar,14 and noise control.5,6 For instance the
one-dimensional cross-correlation antenna SYNTACAN5,6

uses only 15 microphones in one octave band to obtain al-
most the same angular resolution as a full linear array with
128 microphones and direct beamsteering. Notice that the
spatial cross-correlation~or cross-spectrum! function of the
wave field is related to, but not identical with the cross-
spectral density matrix of the sensor signals.

An essential difference between direct beamsteering and
spatial cross-correlation beamsteering is that with direct
beamsteering the source signals can be found as a function of
time, whereas with spatial cross-correlation beamsteering
only the root-mean-square~rms! values of the source signals
can be obtained. However, in many cases the latter is suffi-
cient. For many applications, spatial processing in one di-
mension is not sufficient to separate the noise sources, for
instance, if the noise sources are distributed in both horizon-
tal and vertical directions. In those cases one needs at least a
two-dimensional microphone array. In the two-dimensional
situation, the choice of an efficient signal processing proce-
dure is even more important than in the one-dimensional
situation, because of the high reduction that can be obtained
in the number of required microphones. Two-dimensional
planar array techniques in the near field of the sources have
become known as acoustic holography.15 Under certain con-
ditions, when the source signals are repeatable in place and
time, aperture synthesis techniques can be used, where the
response function over a measurement surface is scanned
with a single sensor.16 A related method is spatial transfor-
mation of sound fields~STSF!,17 where the necessity to carry
out all measurements over the measurement plane simulta-
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neously, is avoided by measuring the cross spectra between
the scanning microphones and a limited number of reference
microphones. A prerequisite for this procedure is that the
noise sources are stationary.

There are many instances where one needs or wants to
carry out all measurements simultaneously~nonstationarity,
limited measuring time! with angular resolution in two per-
pendicular directions. To limit the number of microphones,
several types of sparse planar arrays have been proposed.
Some results have been reported in the literature of beam-
steering with sparse two-dimensional arrays. Time delay
beamsteering with cross-arrays results in high side lobes.18,19

Other sparse planar arrays have also been tested,20–23 also
with less than ideal side lobe patterns when direct beamsteer-
ing is applied. With direct beamsteering, good results are
only obtained with full planar arrays.18

With cross-spectral matrix processing these limitations
can be overcome. For instance, Elias24 gives a method to
obtain spatial source images with low side lobes from a
cross-shaped array by taking advantage of the structure of
the cross-spectral density matrix of the array sensor signals.

The signal processing method that we propose in this
paper is directly based on the two-dimensional cross-
correlation function of the wave field and is hence a two-
dimensional extension of our one-dimensional SYNTACAN
design.5 It was found that the proposed T-shaped cross array
is very efficient for this processing method.

In the following sections we will first summarize the
theory of two-dimensional microphone arrays, based on both
direct signal beamsteering and spatial correlation beamsteer-
ing. Special attention will be given to the use of cross-shaped
arrays to reduce the number of microphones. It will be
shown that beamsteering of the spatial cross-correlation
function will result in beampatterns without severe side
lobes. Next, simulations will be presented to show the poten-
tial of this method for side lobe reduction as compared with
direct signal beamsteering. We also present the results of an
illustrative laboratory measurement that confirms this theo-
retical approach and results of a practical measurement with
a T-shaped array on a passing train. We end with conclusions
about the applicability of the new method.

II. THEORY

Let us assume that all sound sources to be measured are
at a large distance from the aperture of a multichannel re-
ceiver system~the Fraunhofer condition!. In that case the
sound pressure of the sound field can be written as

p~r ,t !5 (
a51

N

sa~ t2na•r /c!, ~1!

where r denotes the spatial coordinates,sa(t) is the sound
pressure of sourcea at the origin of the coordinate system,
which is in the antenna region,na is the normal to the wave
front from sourcea andc is the sound velocity. There are a
total of N sources. The sound pressure can also be written in
the frequency domain:

P~r , f !5 (
a51

N

Sa~ f !exp~2 j ka•r !, ~2!

whereka5(2p f /c)na is the wave vector of the wave field of
sourcea, andSa( f ) is the Fourier transform ofsa(t).

A. Direct signal beamsteering

Direct signal beamsteering is obtained by integration
over a receiver aperture surfaceA with appropriate travel-
time corrections and including some weighting function
w(r ). ~In practice a summation is carried out. However, in
this theoretical section we prefer to use integrals instead of
summations. If the sample interval between the transducers
is small enough to avoid spatial aliasing, the applied DFT
theory will give the same results as the Fourier transforms
that are used here.! The output of such a beamformer, steer-
ing at direction2n0 , can be written in the time domain as

q~n0 ,t !5E E
A

(
A51

N

sa~ t2na•r /c1n0•r /c!w~r !dA ~3!

or in the frequency domain as

Q~n0 , f !5E E
A
(
a51

N

Sa~ f !exp~2 j ka•r !

3exp~ j k0•r !w~r !dA, ~4!

where k05(2p f /c)n0 . Notice from Eqs.~3! and ~4! that
delay and sum beamsteering in the time domain is equivalent
with phase filtering and sum beamsteering in the frequency
domain.

In the case thatA is a plane surface in thex–z plane, the
beamsteering corresponds to a two-dimensional Fourier
transform from the spatial coordinatesx and z to the wave
numberskx andkz :

P̃~kx ,kz , f !5E E
A

(
a51

N

Sa~ f !exp~2 jkaxx2 jkazz!

3w~x,z!exp~ jkxx1 jkzz!dA

5 (
a51

N

Sa~ f !W~kx2kax ,kz2kaz!. ~5!

This result shows that a good beamforming is obtained if
W(kx ,kz), being the Fourier transform ofw(x,z), has a
large value aroundkx50 andkz50 while being small for all
other values ofkx andkz .

A separation between the signals from the different
sources is now possible by selective integration. From the
inverse Fourier transform

P~x,z, f !5E
2`

` E
2`

`

P̃~kx ,kz , f !e2 jkxx2 jkzz dkx dkz ~6!

we find by insertingx50 andz50 and restricting the inte-
gration over the wave vector components due to one source
a, assuming that the sources are well separated:

Pa~0,0,f !'Sa~ f !. ~7!
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Notice that source signalsa(t) can be obtained by inverse
Fourier transformation of Eq.~7!:

pa~0,0,t !'sa~ t !. ~8!

B. Spatial correlation beamsteering

Instead of direct beamsteering, which can be seen as a
decomposition of the received sound field with a spatial Fou-
rier transform, it is also possible to carry out a decomposition
of the spatial correlation function of the sound field.

The spatial correlation function of a sound field is de-
fined as the temporal cross-correlation function between dif-
ferent pointsr1 and r2 in the sound field:

R~r1 ,r2 ,t!5E$p~r1 ,t !p~r2 ,t1t!%, ~9!

where E$ % denotes the expectation operator, obtained by
time averaging.

If the wave field fulfills Eq.~1! we find

R~r1 ,r2 ,t!5EH (
a51

N

sa~ t2na•r1 /c!

3 (
b51

N

sb~ t1t2nb•r2 /c!J
5 (

a51

N

(
b51

N

Rab~t1na•r1 /c2nb•r2 /c!,

~10!

whereRab(t) is the temporal correlation function between
source signala and source signalb at r50. It is interesting
to look at the special case wherer150 ~the origin of our
coordinate system!. The spatial cross-correlation function of
the sound pressure is then given by

R~0,r ,t!5 (
a51

N

(
b51

N

Rab~t2nb•r /c!. ~11!

Transformation of this expression to the frequency domain
yields

R̃~0,r , f !5 (
a51

N

(
b51

N

R̃ab~ f !exp~2 j kb •r !. ~12!

Note the strong relationship between Eq.~12! and Eq.~2!.
Let us also assume that the receivers are placed on a

plane surface in thex–z plane. Applying a spatial window-
ing function w(x,z) and carrying out a two-dimensional
Fourier transform tokx andkz gives the result

R̃8~kx ,kz , f !5 (
a51

N

(
b51

N

R̃ab~ f !W~kx2kbx ,kz2kbz!.

~13!

This result shows that ifW(kx ,kz) has a large value around
kx50 andkz50 and a small value for other values ofkx and
kz that a good separation will be obtained between the dif-
ferent cross-spectraR̃ab( f ).

C. Comparison between direct beamsteering and
cross-correlation beamsteering

Much insight in the spatial resolution of direct beam-
steering as well as cross-correlation beamsteering is obtained
by inspection of Eqs.~5! and ~13!. An important difference
between both methods is that with direct beamsteering it is
possible to find the complete time signal from one direction;
with the cross-correlation approach only the auto- and cross-
spectra can be obtained. In many instances one is only inter-
ested in average spectral values and the result of Eq.~5! will
be further processed to obtain spectral information only, just
like Eq. ~13!.

It was already stated that a good separation of the con-
tributions from different source directions will be obtained, if
W(kx ,kz) is a narrow peak function. ForW to behave like a
narrow peak function with low side lobes, it is necessary that
w(r ) is a smooth function over a large area in thex–z plane.
As a consequence, the direct beamsteering method requires
the use of a sampled plane array and not just a cross array.
Application of a cross array with direct beamsteering results
in a beam pattern with very high side lobes. In the same way,
application of the cross-correlation method according to Eq.
~11! makes it necessary to measure over a large planar re-
gion. However, in the special case where the noise sources
are mutually uncorrelated, a situation occurs, where a cross
array can give the necessary input for a full two-dimensional
spatial Fourier transform.

To understand this, we rewrite Eq.~11! for r5(j,z) and
nb5(nbx ,nbz):

R~j,z,t!5 (
a51

N

(
b51

N

Rab~t2nbxj/c2nbzz/c!. ~14!

If the noise sources are uncorrelated, this expression reduces
to

R~j,z,t!5 (
a51

N

Raa~t2naxj/c2nazz/c!. ~15!

Let us now compute the cross-correlation function between
two positions on a cross-shaped array with receivers at thex
andz axes. The position along thex axis is at2j and along
thez axis at1z. Substitution of these coordinates in Eq.~10!
under the assumption of uncorrelated sources gives

R1~j,z,t!5EH (
a51

N

sa~ t1naxj/c!sa~ t1t2nazz/c!J
5 (

a51

N

Raa~t2naxj/c2nazz/c!. ~16!

As we see, the results of Eqs.~15! and ~16! are the same.
When the noise sources are uncorrelated, the cross-
correlation function only depends on the difference inx and
z positions and not on the absolute position. This is further
illustrated in Fig. 1.

By making use of this property, we are able to compute
R(j,z,t) for a complete set ofj andz values, as would be
possible with a full planar array. This result is directly com-
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parable with the one-dimensional situation, where the cross-
correlation technique can be used with a sparse array in case
of uncorrelated noise sources.5

In the case of uncorrelated sources, it follows from Eq.
~16! that

R̃18 ~kx ,kz , f !5 (
a51

N

R̃aa~ f !W~kx2kax ,kz2kaz! ~17!

and the auto-spectrum of an individual source is found by
selective integration. Notice that the auto-spectrum of a
source is directly related to its rms pressure by the Parseval
relation.

Another important observation that can be made is that
only half of the total number of cross-correlation functions
needs to be measured. The second half can be computed
from the first. This is easily understood by realizing that the
result in thekx , kz , f domain must be real, because all
R̃aa( f ) are real. Consequently, the following complex-
conjugate relation holds for the spatial cross-spectrum func-
tion:

R~2j,2z, f !5R* ~j,z, f !. ~18!

This means that one of the two arms of the microphone cross
can be one-sided; the cross reduces to a T.

III. SIMULATIONS

The theory of the previous section is illustrated and con-
firmed with a number of simulations. First, simulations are
shown for two simultaneous plane waves that are assumed to
be uncorrelated. The simulations are carried out for one
small frequency band around 1000 Hz. The sound velocity is
340 m/s. The receivers are placed at a constant distance be-
tween each other of 0.1 m. The two plane waves have direc-
tions such that for the first sourcekx50.5k andkz50.3k and
the relative amplitudeA51. For the second source these
values arekx520.2k, kz520.4k, andA50.5.

The first simulation illustrates the result of direct beam-
steering with a full planar array of 64364 elements. To sup-
press the side lobes due to the finite beamsteering surface, a
Hanning window is applied to the receiver signals in thex
and z directions. The result is obtained by Fourier transfor-

mation as given by Eq.~5!, after which the squared ampli-
tude is computed as a measure for the intensity in each di-
rection. An interpolation by a factor 2 is carried out to obtain
a smoother presentation of the result. The resulting
R̃8(kx ,kz , f ) is shown in Fig. 2 on a dB scale over a range of
40 dB. Notice that the sources are well separated.

The second simulation shows the result of direct beam-
steering with a cross array with 64 receivers in bothx andz
direction. Here also a Hanning window is applied and the
squared magnitude is computed. The result in Fig. 3 clearly
shows the high side lobes due to the poor spatial window
function of the cross array. Notice especially the high out-
puts at the crossing of the side lobes of the two sources.

The third simulation shows the result of a T-shaped
cross array, obtained by beamsteering of the spatial cross-
correlation function of the wave field. In this case 64 ele-
ments were used in thex direction and 32 elements in thez
direction. Use was made of the redundancy given by Eq.
~18!. The result was obtained from a two-dimensional Fou-
rier transform of the spatial cross-spectra, also including a
Hanning window in both directions. This results directly in
an amplitude that is a measure for the intensity. The result is

FIG. 1. Comparison of spatial cross-correlation functions at different posi-
tions in thex–y plane. FIG. 2. Simulated images of two uncorrelated sources with direct beams-

teering of a full planar array.

FIG. 3. Simulated images of two uncorrelated sources with direct beams-
teering of a cross array.
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shown in Fig. 4. We see that the source responses are well
separated.

Comparison with Fig. 2 also shows that the main lobe is
wider and the side lobes are higher. This is due to the fact
that the direct beamsteering method leads to a result that has
to be squared, while the cross-correlation method gives a
linear result in the intensity. Hence, the beam pattern of the
Hanning window shows more clearly in the latter case. The
concept of the T-shaped cross array was further tested in a
simulation that closely matched a laboratory measurement
that is discussed in the next section. Here use is made of a
horizontal array of 30 microphones in thex direction and 16
microphones in thez direction, forming a T-shaped cross
array, as illustrated in Fig. 5. The origin of the Carthesian
coordinate system is at the crossing of the horizontal and
vertical subarrays. The distance between the microphones is
Dx50.1 m. A source model was used of 3 monopole sources
that radiated uncorrelated Gaussian white noise. These
sources were placed at the planey55.94 m, at positionsx1

50.00 m, z150.33 m, x250.00 m, z252.90 m, x3

51.90 m, z350.28 m. For each noise source a Gaussian
pseudo-random-noise sequence of 4096 data samples was
computed. A sample frequency of 11 025 Hz was assumed.
The microphone signals were computed by adding the white
noise contributions from the different sources with the ap-
propriate delays. The amplitude differences were neglected.

From these simulated noise data the cross-spectra were

computed, for all combinations ofx and z indices. These
cross-spectra were averaged by numerically integrating over
a frequency range of 1/3 octave band around 2 kHz. This
results in aBT product of 172, giving an estimated error in
the average intensity level of 0.6 dB with a 95% confidence
limit. These integrated complex spectrum values are used as
samples of the two-dimensional spatial cross-spectrum func-
tion, according to the theory of Sec. II B. With this procedure
it is assumed that all frequency components from one source
result in the same phase component, which is not exactly
true, but the errors are negligible for the given array length
and frequency interval.

The spatial cross-spectrum is further preprocessed with a
focussing operator that compensates for the fact that the
sources are at a finite distance from the microphone array.
The focussing is carried out by compensation of the phase
differences that occur for a source at the position~0, 0, 5.94!.
Next, the complex-conjugate property of Eq.~18! is applied
to obtain the spatial cross-spectrum data that correspond with
the missing microphones along thez axis. The spatial cross-
spectrum is weighted with a two-dimensional Hanning win-
dow, zero padding is applied to obtain a 1283128 matrix
~this acts as an interpolator after transformation!, and the
matrix is Fourier transformed to thekx-kz- f domain. Finally
the result is scaled and converted to decibels and plotted in
Fig. 6.

IV. MEASUREMENTS

A. Laboratory measurements

Measurements were carried out in an anechoic room
with the same setup as the last simulation of the preceding
section. The three sources were small loudspeakers, fed with
uncorrelated broadband noise. The microphone signals of the
T-shaped array were fed to a 48 channel digital signal acqui-
sition system. A 11 025 Hz sample frequency was used and
the simultaneously sampled signals were recorded on disk.
All microphone channels were calibrated to compensate for
amplitude and phase errors. Further processing was carried
out in the same way as outlined in the previous section. The
results are shown in Fig. 7. Comparison of Figs. 6 and 7

FIG. 4. Simulated images of two uncorrelated sources with cross correlation
beamsteering of a T-shaped cross array.

FIG. 5. Configuration of the T-shaped cross array that was used in the
simulation of Fig. 6 and the measurement of Fig. 7.

FIG. 6. Simulated images of three uncorrelated sources with cross-
correlation beamsteering of the T-shaped cross array of Fig. 5.

2888 2888J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Boone et al.: 2D noise source imaging



shows that the measurements correspond very well with the
simulations. The measurements locate the sources at the cor-
rect positions and with the same resolution as the simula-
tions. Differences occur at low levels, showing that the side
lobes and background levels are different. This is mainly
caused by small errors in the microphone positions and re-
maining amplitude and phase errors between the microphone
signals.

B. Practical measurements

A T-shaped array has been constructed to be used with a
dedicated multichannel acquisition and data processing sys-
tem for practical measurements. Results are presented of
measurements on a high-speed passing train. For these mea-
surements the system was optimized for analysis in the 500,
1000, and 2000 Hz octave bands. A total of 44 microphones
were used with a microphone separation of 0.1 m. Thex axis
consisted of 31 microphones and thez axis consisted of 14
microphones~with one microphone common with thex
axis!. See Fig. 8.

The array was positioned at a distance of 7.35 m from
the track and the train passed with a speed of 138 km/h, or
38.3 m/s. The software was adapted for this special situation
by implementation of a swept focus technique. It is a com-
bination of Doppler shift corrections to the array signals ac-
cording to the propagation theory of moving sources25 to
make the passing noise sources appear to be standing still,
and travel time corrections that make the spherical waves
appear as plane waves.6 The latter method is easily explained
for a one-dimensional array as shown in Fig. 9, which shows
a spherical wave and a plane wave from the same direction
as observed from the reference positionO of the array. The
travel time difference of both waves to the array microphone

FIG. 7. Measured images of three uncorrelated sources with cross-
correlation beemsteering of the T-shaped cross array of Fig. 5.

FIG. 8. The T-shaped cross array in use for measurements of a passing train.

FIG. 9. Travel path differencesa and b between a plane and a spherical
wave from the same directiona as seen from the originO of the array.

FIG. 10. T-array processed noise from a train passage~138 km/h!. The array
was at 7.35 m from the track as shown in Fig. 8.
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at positionX equals (b2a)/c, wherea andb are shown in
Fig. 9 andc is the sound velocity. By compensating for this
travel time difference, the spherical wave appears to be a
plane wave. After this precorrection a plane wave decompo-
sition of the spatial correlation function of the wave field is
carried out. In this way the area around the true focus point
also appears to be in focus. The method was repeated for
parts of the train with a length of 40 m each and an overlap
of 20 m. The resulting two-dimensional images were added
with a smooth weighting function, giving an acoustical im-
age of the complete passing train. The results are presented
for the three octave bands in Fig. 10. Notice that the emitted
noise is dominated by wheel and rail noise.

V. CONCLUSIONS

In this paper we have introduced a new method to cal-
culate two-dimensional images of uncorrelated acoustic
sources by means of a T-shaped cross array. The method is
based on calculation of the spatial cross-correlation function
of the wave field, and use is made of the complex conjugate
properties of the spatial cross-spectrum function for uncorre-
lated noise sources in the far field. It is shown by simulations
and a laboratory measurement under anechoic conditions that
the method is applicable to distinguish between spatially
separated sources. The method is further illustrated with a
practical measurement of a train, passing with high speed. In
this case sharp images were obtained with a swept focus
technique.

The benefit of the proposed method is that a relatively
small number of microphones is needed, compared with di-
rect beamsteering techniques which would require a full pla-
nar array of microphones. Application of direct beamsteering
on the T-shaped array would result in much higher sidelobes
and reduced resolution.

The proposed method is very well applicable to situa-
tions where a distinction has to be made between sources
that are spatially distributed. It has been shown by example
that the method is not restricted to sources in the far field.
Because all measurements are taken simultaneously, the
sources also do not need to be stationary in time. The method
can be calibrated to find the true emission spectra or rms
values of the sound pressures of the separate sources at the
microphone array by integration over the main lobes in the
wave number domain of the spatial correlation function.
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Target parameter estimation using resonance scattering
analysis applied to air-filled, cylindrical shells in water
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Current research on classification of submerged objects is concerned with using broadband sonar
signals to insonify the targets, and applying signal-processing techniques to the backscattered
signals. One characteristic of target echoes which may provide classification clues is the so-called
resonance scattering response, the characteristics of which depend on target elastic properties. This
paper presents algorithms for extracting resonance information based on autoregressive~AR!
spectral estimation techniques. The AR-based representation is useful for detecting and accurately
localizing resonances in the frequency domain. The extracted resonance frequencies are grouped
into identified wave families, and processed in order to characterize the scatterer in terms of elastic
and geometrical parameters on the basis of equations derived from resonance scattering theory. The
targets considered are water-loaded elastic, cylindrical, thin-walled shells immersed in salt water
under free-field conditions. Analysis was performed on data collected at sea at low-intermediate
frequencies@kaP(0,50)# and provided good results. The proposed approach is a first step towards
the characterization of more complex targets either lying proud on the seabed or buried in bottom
sediments. ©2000 Acoustical Society of America.@S0001-4966~00!01111-5#

PACS numbers: 43.60.Pt, 43.40.Ey, 43.20.Tb@JCB#

LIST OF SYMBOLS

f frequency
r range
a shell outer radius
b shell inner radius
d5a2b shell thickness
r shell material density
cp shell material compressional speed
cs shell material shear speed

ro outer fluid density
co outer fluid sound speed
k52p f /co wave number
e i ; e051, e i52 Neumann factor
~for i .0)
cg

l group speed of the surface wavel

cph
l phase speed of the surface wavel

I. INTRODUCTION

This work applies direct and inverse acoustic scattering
theory to the characterization and classification of submerged
elastic objects via geometrical and physical parameter esti-
mation. The analysis presented concerns broadband acoustic
scattering at low-intermediate frequencies@kaP(0,50)# by
elastic manmade objects in the free field. The investigation is
limited to fluid-loaded, air-filled~or empty!, circular cylin-
drical shells insonified at broadside aspect~aspect angle re-
fers to the angle between the direction of incidence and the
cylinder axis!. The analysis is based on theoretical consider-
ations derived from resonance scattering theory~RST!,1,2

specifically regardingfar-field backscattering by infinite cir-
cular cylindrical targets excited by plane waves at normal
incidence. The scattered acoustic pressure consists of two

main contributions: a nonresonant background that varies
smoothly with frequency, and a resonance component char-
acterized by a series of echoes corresponding to resonance
frequencies. RST is the study of the relation between the
resonance frequencies of the target response and the periph-
eral waves traveling around the target. The nature and fre-
quency behavior of the generated waves depend on the geo-
metrical and elastic properties of the target.

In the case study proposed here, the target is of finite
length, but the receiver is close enough to the target so that
the cylinder end effects on the backscattered response can be
considered negligible forf .4 kHz.3 The constraints that
must be satisfied~at least approximately! for maintaining the
validity of the selected theory are the hypotheses concerning
the target shape~a circular shell!, the incidence angle
~roughly 65° around normal incidence4! and the shell inner
medium~vacuum or air!.

II. RESONANCE SCATTERING THEORY

The mathematical approach of RST1,2 is based on the
normal-mode series formulation of the scatterer transfer
function ~TF!, namelyH(•), at normal incidence as2

a!Currently at Applied Physics Laboratory, 1013 NE 40th St., Seattle,
WA 98105-6698.

b!Currently at Thomson Marconi Sonar PTY, 274 Victoria Road, Rydal-
mere NSW 2116, Australia.

c!Currently at Kongsberg Defense Aerospace AS, P.O. Box 1003,
N-3601 Kongsberg, Norway.
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H~• !5S a

2r D(i 50

`

e i~ j pka!21/2
Di

1~v!

Di~v!
, ~2.1!

where Di
1(v) and Di(v) are determinants computed from

the boundary conditions of the problem, and depend on all
the mechanical and geometrical parameters of the target shell
and of the physical properties of the outer~sea water! and
inner ~air! media. It is known2 that the zeros ofDi(v) cor-
respond to shell resonance frequencies, generated by the sur-
face acoustic waves of different types circulating around the
target cross section. The frequency behavior of a generic
peripheral wavel in terms of target geometrical and elastic
parameters is well described by the dispersion curves of its
group and phase speeds,cg

l andcph
l , respectively.5 It may be

deduced that the study of elastic wave properties in terms of
target parameters can be applied to target characterization.
Investigations have focused on the TF of a scatterer, because
resonance frequency location is the information of concern.

A. Feature selection and physical interpretation

Figure 1 presents a case which is taken as a reference for
the interpretation of scattering phenomena. It consists of the
simulated TF modulusuH(ka)u of a water-loaded, steel, air-
filled shell with fixed outer radiusa and variable inner radius
b. Scattering by thick- and thin-walled shells is characterized
by different physical phenomena.6 Shell-wall thickness is
relative to the incident pulse wavelength. Here, we focus the
analysis on shells with quasithin to very thin walls (d
P@1,30# mm) in the frequency rangef P(0,50# kHz, which
corresponds tokaP(0,51.6370# given the outer radius fixed
to 25 cm and the outer medium sound speedc0 equal to 1521
m/s. The following subsections describe specific features
outlined in Fig. 1 which are selected as significant for inver-
sion.

1. Lamb-type waves

The Lamb-type waves are a class of shell-borne surface
waves revolving around a thin-walled shell in the target ma-
terial. In the selected frequency range, only thezero-order
symmetric and asymmetric Lamb-type waves can be de-
tected. Thesymmetric Lamb-type waves of zero order(S0)
are analyzed as evident in the TF modulus and usually iden-
tifiable as distinct, equally spaced dips. The near-constant
distance between adjacent resonance frequencies derives
from the fact that this wave family is almost nondispersive,
only slightly attenuated by reradiation into the loading fluid.
Resonance therefore corresponds to dips among the sharpest
and deepest of the TF spectrum and, for very thin-walled
shells~for which no other resonance phenomenon is evident
in the same range!, among the easiest to detect and identify
~see Fig. 1!. Dip location in frequency is nearly constant as
the wall thickness and the properties of the outer medium
vary, but does depend on the shell material parameters,cs

andcp , and on the outer radius.
The asymmetric zero-orderfamily A0 is subsonic from

very low frequency up to the so-called coincidence fre-
quency, and supersonic at higher frequencies.7 As its energy
is damped very quickly outside the shell, however, its con-
tribution to backscattering is minimal.

2. Scholte –Stoneley waves and coincidence
frequency

The Scholte–Stoneley waves, also calledA waves be-
cause of the asymmetric nature of the corresponding waves
generated in the plane-plate case,2 are fluid borne and travel
around the target cross section at the shell–fluid interface
with a phase speed always subsonic but asymptotically ap-
proachingc0 . Around the coincidence frequency, where the
phase speed of the Scholte–Stoneley wave family ap-

FIG. 1. Scattering TF spectrumuH(ka)u of an air-filled
steel in sea water~linear scale!; a525 cm, b
P@22,24.9# cm, Db50.1 cm. Nominal steel param-
eters used: cs53240 m/s, cp55950 m/s, r57.7
g/cm3. Some examples of features are outlined.
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proaches the phase speed of theA0 Lamb-type waves, the TF
amplitude increases and reaches its maximum. This means
that at the coincidence frequency, the two types of waves
travel in phase. At higher frequencies, theA0 wave phase
speed further increases, hence deviating from the Scholte–
Stoneley wave phase speed, which remains subsonic. This
causes a gradual TF amplitude decrease.8

The frequency window, characterized by the above-
mentioned energy enhancement and by a sequence of dip/
peak pairs having a roughly Gaussian envelope spread, is
called thestrong-bending region~Fig. 1!. In this window, at
frequencies lower than the coincidence frequency, theA0

wave resonances are highly attenuated by radiation into the
outer fluid and provide very weak energy contribution to the
scatterer TF. The Scholte–Stoneley waves, however, are al-
most unattenuated and are identifiable with the very sharp
discontinuities at the beginning of the strong-bending region
and with the smooth peak–dip pairs around the coincidence
frequency. The distance between adjacent resonances is es-
sentially constant withf around the coincidence frequency. It
depends strongly on the outer medium and on the outer ra-
dius, while it is roughly constant as the inner radius and shell
material vary.

The frequency width of the strong-bending domain is
nearly constant as a function of the inner radius. Its location
and the coincidence frequency vary not only with the outer
medium, but also with the shell-wall thickness. In particular,
they shift to higher frequencies for thinner walls, and appear
at very low frequencies for intermediate thickness~see Fig.
1!. Further, the coincidence frequency varies with the outer
medium and the shell material shear speed, but is nearly
constant with the shell material density and compressional
speed. The strong-bending region, the related resonances,
and the coincidence frequency are particularly evident in the
case of thin-walled shells, but may be difficult to detect ei-
ther when they fall at low frequencies for possible interfer-
ence withS0 wave modes or when walls are so thin that they
are beyond the range of interest~i.e., here forka.50).

B. Matching models between TF features and target
parameters

A list of selected theoretical equations and empirical
matching models, linking resonance analysis with target geo-
metrical and physical parameters, is now presented and dis-
cussed. The models are characterized by analytical simplicity
and easy applicability to real data.

1. Outer radius estimation

For estimating the outer radius from resonance scatter-
ing analysis, a set of at least three resonance frequencies
belonging to the Scholte–Stoneley wave family must be de-
tected in the examined frequency range. This is a critical
point, as the location of the strong-bending region varies
significantly with wall thickness, material, and outer me-
dium. The higher the number of the wave frequencies de-
tected, the higher the robustness and accuracy of the esti-
mate.

The numerical property to extract from these features is
the frequency distanceD f n

A between adjacent modes of or-

dersn and (n21). As adjacent Scholte–Stoneley resonance
frequencies are roughly equidistant where they can be de-
tected, i.e., when they tend to approach the outer fluid sound
speed, an average distanceD f A computed on a set of dis-
tances between adjacent resonances can be used in order to
make feature extraction more robust. Starting from the
known property that Scholte–Stoneley waves travel around
the target outer interface in the outer fluid, the following
equation betweenD f A anda has been built by equating the
Scholte–Stoneley wave group speeds of a reference and an
unknown shell:

a'
coK ref

D f A2p
, ~2.2!

whereK ref is computed on the basis of a reference case~gen-
erally simulated! in which each quantity is known, i.e.,

K ref5
D f ref

A 2paref

co,ref
. ~2.3!

The radius estimate can be computed more precisely ifco,ref

is chosen close toco .

2. Shell material estimation

From the detection and identification ofS0 frequency
modesf n

S0 (n51,2,...), and the estimate of the distanceD f n
S0

between adjacent frequencies of modal ordersn and (n
21), one property of the shell material can be estimated
from the following equation:

c* 'cg,n
S0 '2paD f n

S0, ~2.4!

where the outer radiusa must be known, andc* is the shell
material membrane speed, defined as a combination of the
longitudinal and shear speeds

c* 52
cs

cp
Acp

22cs
2. ~2.5!

Whenc* is estimated by Eq.~2.4!, the material for which the
characteristic speed is closest to the estimated value is se-
lected as the shell material. For steel thec* value is 5435
m/s. If the phase speed is introduced, Eq.~2.4! can be re-
placed by

f n
S05

ncph,n
S0

2pa
'

nc*
2pa

. ~2.6!

The equations above reflect the well-known property of near
nondispersiveness of theS0 waves. Hence, an average dis-
tanceD f S0 between adjacent resonances can replaceD f n

S0 in
Eq. ~2.4!, which makes the estimate more robust to reso-
nance measurement inaccuracy

c* '2paD f S0, ~2.7!

where the modal order identification is not required.

3. Shell thickness estimation

The method used here for thickness estimation starts
from the localization of the maximum energy peakf me inside
the strong-bending region, which approximately corresponds
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to the coincidence frequencyf c. From the empirical match-
ing model proposed in Ref. 8 for thin, air-filled, aluminum,
steel, and similar shells, the following formula, independent
from a, directly follows:

d'
co

2p f me. ~2.8!

C. Model of a reference scattering response

According to the selected approach a known case is
needed as a reference. Figure 2 plots the ideal TF spectrum
of a steel, air-filled, thin-walled shell witha525 cm andb
524.4 cm. The plot represents a section of Fig. 1, and the
selected features are outlined. In particular, from the local-
ization of theScholte–Stoneleyresonance frequencies, the
constant quantityK ref @useful for outer radius estimates ac-
cording to Eq.~2.2!# can be computed through Eq.~2.3! as
K ref51.3904. The dispersion curves of the Scholte–Stoneley
waves can be estimated, given a set of wave resonances in
terms of their location and modal order~see Fig. 3!. The
plane-plate theory~PPT! dispersion curves are plotted for
comparison. They are derived from the analytical solution of
the vibration of a thin plane steel plate having the same

thickness and being water loaded at one side and dry at the
other. The group dispersion curve presents a mode around
the coincidence frequency, which is confirmed by other au-
thors ~e.g., Ref. 9!. Analogously, theS0 Lamb-typewave
phase and group dispersion curves are computed. Figure 4
presents the plots compared with the corresponding disper-
sion curves derived from PPT.10 The solution obtained from
the RST-based model approximates the plate theory as the
frequency increases, while in the low-frequency range, the
dispersion appears more significant. A possible justification
is that applying the plane-plate theory to the study of a cir-
cular shell implies neglecting the curvature effect, which
causes the wave attenuation to increase due to a stronger
reradiation into the outer fluid. The plots presented and their
comparison would suggest the application of Eq.~2.7! to S0

wave resonances withn.2. Moreover, because of the better
agreement of the two theories on the group speed dispersion
curves, it is confirmed that Eq.~2.7! should be more robust
than Eq.~2.6!, being independent fromn and, hence, in this
case, from the contribution of wave attenuation to the wave
frequency characteristics.

III. AUTOREGRESSIVE-BASED METHODS OF DATA
REPRESENTATION

A. ARMA-based parametric approaches to data
representation

In Sec. II the scattering response of an elastic object has
been represented according to RST as the linear superposi-
tion of an infinite number of modes, each characterized by a
frequency-dependent coefficient@see Eq.~2.1!#. Each coeffi-
cient has been represented as the ratio of two determinants
expressed in terms of all the elastic properties of the scat-
terer. In Ref. 2 the modal resonances have been proven to
correspond to the poles of each coefficient. As most of the
features selected in Sec. II that are significant for target char-
acterization are based on the detection and localization of
resonance frequencies, a useful method for representing scat-
tered data should allow one to easily compute the TF poles.
A possible solution is to describe the scatterer as a linear
time-invariant~LTI ! discrete-time system, and represent its
TF with a parametric model. On the basis of the above con-
siderations derived from RST, the models discussed here are

FIG. 2. Simulated scattering by an air-filled, steel shell at broadside in sea
water.

FIG. 3. Estimated group and phase dispersion curves of theA waves. Some
estimated modal ordersn are included~circles!.

FIG. 4. Group and phase dispersion curves of theS0 Lamb-type waves.
Modal ordersn are included.

2894 2894J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Tesei et al.: Target parameter estimation



the rational TF models, which are explicitly formulated in
terms of the set of TF poles in thez plane. Unattenuated
resonances are defined as those poles of the TF of an LTI
discrete-time system that lie on the unit circle in thez do-
main. An input driving sequenceu@m# ~where m51,...,M
denotes the discrete time index! and the corresponding out-
put seriesy@m# that must model the data are related by the
linear constant-coefficient difference equation

(
i 50

p

a@ i #y@m2 i #5(
i 50

q

b@ i #u@m2 i #, ~3.1!

with a@0#51. This most general linear model~with both the
ordersp andq different from 0! is called autoregressive mov-
ing average~ARMA !, particular cases of which are the au-
toregressive~AR! model if q50, and the moving-average
~MA ! model if p50.11 The properties of LTI systems repre-
sented by an equation like Eq.~3.1! are best described by the
z-transform relationship

S (
i 50

p

a@ i #z2 i DY~z!5S (
i 50

q

b@ i #z2 i DU~z!, ~3.2!

wherez5ej v, if a unit sampling interval is assumed. Hence,
the system transfer functionH(z) for the process of Eq.~3.1!
is the rational function

H~z!5
B~z!

A~z!
, ~3.3!

whereA(z) andB(z) are thez transform of the AR and MA
branches, respectively,

A~z!5(
i 50

p

a@ i #z2 i , B~z!5(
i 50

q

b@ i #z2 i . ~3.4!

It is assumed thatA(z) has all its zeros within~or, at least,
on! the unit circle of thez plane. This guarantees thatH(z) is
stable~asymptotically, if one or more zeros lie on the unit
circle! and causal. As a real impulse response is to be mod-
eled, all complex poles~or zeros! included in the TF rational
pattern imply the presence of their respective complex con-
jugates among the poles~or zeros!. Parametric modeling is
particularly useful for representing signals characterized by a
set of peaks/dips in very close vicinity in the frequency do-
main, as it can provide higher frequency resolution of the
spectral estimate than FFT-based nonparametric methods,
given the number of input time samples.11

B. ARMA models applied to acoustic scattering

From the theoretical RST analysis of acoustic
scattering,2,12 it is clear that a scattering frequency response
presents both poles and zeros. While poles are fundamental
for extracting resonances, zeros generally influence the spec-
trum global shape and some of them correspond to the fre-
quencies of the generated creeping waves revolving around
the target in the outer fluid. This means that the best scatter-
ing model is of the ARMA type. Nevertheless, from the re-
sults of feature selection proposed in Sec. II, attention is
limited to detecting and accurately localizing the resonances.
In this case, AR models are addressed as they are more

straightforward. A crucial aspect of AR modeling optimiza-
tion is the determination of the polynomial orderp. In the
literature, various methods exist;11 a cross-validation method
is used to compare different AR-model structures asp varies.
The method for selecting the optimal structure is the well-
known Akaike’s information theoretic criterion~AIC!.11 It
consists of the minimization of a cost functional with respect
to the parameters of the structure. It requires the user to
suggest possible ranges of variability of the structure. Once
the parametric model~AR, MA, or ARMA ! and its polyno-
mial order~s! are fixed, many parameter estimation algo-
rithms exist for building the optimal representation of the
signal sequence examined. In the present work, focused on
modeling a system on the basis of known output and input
data sequences, the least-squares method is used.11 It is suit-
able for high signal-to-noise ratio~SNR! values; otherwise,
its accuracy can decay and more refined AR-based estima-
tion techniques are preferred, such as the so-called principal
component autoregressive~PCAR! method13 and its exten-
sion to modal analysis,14 which although more robust to
noise, are more computationally intensive.

C. Proposed processing method of cylindrical target
characterization

By using the AR-based technique of feature extraction
and the analytical matching models presented in Sec. II, a
method of data analysis has been developed, the block dia-
gram of which is presented in Fig. 5. A preliminary nonpara-
metric deconvolution phase is applied to the time response in
order to recover an approximate impulse response~and cor-
responding TF! of the scattering system. Deconvolution re-
quires a replica of the incident pulse as input and is com-
puted in a broadband frequency range in which SNR is high
in order to limit noise-increasing effects typical of deconvo-
lution ~the range@0.5, 46# kHz is used in this application!.
The selection of the best bandwidth to apply deconvolution
is critical. Notice that the coincidence frequency is extracted
from the TF spectral shape~see Secs. II A and II B!, the
accurate estimation of which is of great importance.

AR modeling is then applied to the deconvolved data in
order to estimate the TF poles. In theory only the poles lying
on the unit circle in thez plane are resonances of nondisper-
sive waves. However, as they are generally damped and, in
addition, their estimation is generally affected by error, a

FIG. 5. Block diagram of the selected processing steps.
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finite annulus is defined in thez plane: each couple of com-
plex conjugated poles and each real-valued pole estimated to
lie within the annulus correspond to a different resonance
frequency. For this work the annulus is such that 0.95<uzu
<1. Once the scattered resonance frequencies are extracted
among the poles, two subsets of resonances are identified as
belonging to theS0 Lamb-type waves and to the Scholte–
StoneleyA waves, respectively. These two families are those
most contributing to the scattering response as theS0 waves
are almost nondispersive in the whole frequency range where
they are generated, and theA waves are extracted and pro-
cessed only around the coincidence frequency, where they
are less dispersive. TheA0 waves, being so highly dispersive
as to be damped almost completely before the first target
circumnavigation~and reradiation to the observer!, do not
contribute significantly to the target response and, in any
case, give rise to resonances that are expected to lie out of
the selected annulus.

The identification method applied to the extracted set of
resonance poles is based on the criterion of constant distance
between adjacent resonances belonging to the same wave
family, as detailed in Ref. 15. TheA-wave mode identifica-
tion allows the outer radius estimation@from Eq. ~2.2!#,
which, in turn, is used together with the localizedS0 reso-
nance modes in Eq.~2.7! for the shell material estimation. If
the material is estimated to be aluminum or similar and the
coincidence frequency is localized, Eq.~2.8! is applied to
determine the shell-wall thickness.

The same processing steps can be also applied to the
far-resonancecomponent of the scatterer impulse response,
which is defined as the tail of the target response in time, and
is obtained by applying a time gate so distant from the specu-
lar echo that the target background response is negligible.
This response tail is characterized by low energy, and in
many cases can be insufficiently long for allowing a high-
resolution frequency analysis, but remains useful for isolat-
ing and hence, localizing resonances at intermediate frequen-
cies, partially or completely concealed in the global
spectra.15 The point at which to apply the time gate is com-
puted by evaluating scattered energy variation over time.16 If
the time series obtained is long enough, the exact time loca-
tion of the gate is not a critical parameter for resonance-
extraction accuracy. A separate AR model is applied for es-

timating the scattered resonances from this data segment,
independently of the global response analysis. In this case,
only the resonance features~and not those features derived
from the TF shape! can be extracted; hence, the number of
estimated target parameters will be less, but the absence of
reflection and diffraction phenomena cut off by time gating
may lead to more accurate localization of resonance frequen-
cies, hence more accurate inversion results.

IV. APPLICATION OF ANALYSIS TO DATA
SCATTERED BY A CYLINDRICAL SHELL IN SEA
WATER

The proposed method was applied to acoustic scattering
responses of air-filled, thin-walled steel shells measured at
sea. The experimental geometry is sketched in Fig. 6 and
detailed in Ref. 3. Targets consisted of steel, circular, cylin-
drical shells with flat ends 2 m long, outer radiusa
525 cm, inner radiusb524.4 cm. The present analysis ad-
dresses an air-filled shell insonified at nominal broadside.

The inner and outer media properties and the target
shape area priori known. As incident acoustic signals,
Ricker pulses with different central frequencies transmitted
by a parametric array sonar~TOPAS PS 040!17 were se-
lected. The frequency-domain plot of the pulse used~Fig. 7!
was obtained by zero padding before FFT computation in
order to show a smoother curve. This technique was applied,

FIG. 6. Scheme of the experiment configuration in a
basin~not to scale!.

FIG. 7. Real incident Ricker pulse~time- and frequency domains!.
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when needed, to each time sequence analyzed. The incident
pulses and scattered responses were averaged across 100
pings. The TOPAS generates secondary frequencies in the
range@2,16# kHz by transmitting a broadband pulse near 40
kHz ~primary frequency! and using the nonlinear properties
of water. For this reason, two main spectral components,
corresponding to the secondary and primary frequencies, can
be seen in the spectrum plotted in Fig. 7. System filters have
affected the overall frequency response. However, as the out-
going pulse is recorded on the same system as the scattered
data, and the signal path is the same for both, we have all the
information needed to estimate the scatterer TF. In the pro-
cessing phases, even the primary frequency signal compo-
nent was considered, in order to be able to test whether or
not it could excite target resonance scattering. The frequency
range@4,45# kHz was analyzed.

The target response to the selected incident pulse was
simulated and used as a reference during the data analysis.3

Tests on real scattering data guided by a reference model
allow validation of the used model which simplifies the real
scattering system, validation of expectations as to the gen-
eration of certain resonance wave families and phenomena,
and evaluation of capabilities and accuracy of resonance ex-
traction AR-based method.

A. Analysis of deconvolved global response

The scattering response measured from the target is con-
sidered ~see Fig. 8!. From its spectrum it is clear that it
consists of the response to the secondary pulse~centered

around 8 kHz!, and to the primary pulse component. The
SNR of the secondary frequency response is estimated to be
roughly 25–30 dB, while the SNR of the primary frequency
response component is around 20 dB less.

Fitting between the expected and estimated TF spectra
~computed by FFT! is shown in Figs. 9 and 10. Resonance
matching is in Figs. 11 and 12. The numerical results in
terms of extracted feature characteristics and estimated pa-
rameters are reported in Table I, in which the estimates are
denoted by the symbol̂ and the nominally true values
~known by construction! with a superscript ‘ ‘o. ’ ’

If compared with the simulation, the measured spectrum
is characterized by additional fluctuations. They may derive
from scattering diffraction phenomena disregarded by the
RST-based model~and influencing the TFbackgroundcom-
ponent!. They might also be caused, for example, by the
cylinder end caps, several external steel structures used for
hanging and weighting the air-filled target, or two large steel
plugs. Another cause of partial model-data mismatching
might contribute to theresonancecomponent and derive
from shell cross-section and wall-thickness nonuniformities
due to construction inaccuracies and the mentioned external
structures. These phenomena increase the TF complexity and
consequently the AR orderp required to appropriately esti-
mate the TF; hence, they make the interpretation and the
resonance detection and identification less reliable. In par-
ticular, according to the considerations presented in Ref. 3,
discrepancies between model and data forf ,4 kHz can de-
rive mainly from the cylinder end effects. Model-data fitting
in terms of the TF spectrum is better in the frequency range

FIG. 8. Target response~time- and frequency domains!.

FIG. 9. Matching between predicted and estimated TF spectra in the low-
frequency domain.

FIG. 10. Matching between predicted and estimated TF spectra at higher
frequencies.

FIG. 11. Estimated TF~dotted! at low frequencies; estimated and expected
S0 Lamb-type wave resonances~AR model orderp5110).
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@4,25# kHz. At higher frequencies (f P@30,45# kHz) curve
fitting is poor, but around 45 kHz the shape~although not the
relative level! of the strong-bending region is approximately
recovered, which is an important result for feature extraction
purposes.

In the rangef P@4,25# kHz, whereS0 Lamb-type waves
are examined~see Fig. 11!, resonance fitting is accurate;
hence, the shell material estimate may be considered reliable.
However, even a small error in estimating the outer radius
causes low confidence in the shell material classification.
Hence, the relation used is shown to be very sensitive to
minor changes of outer radius, which constitutes a significant
limitation.

At intermediate frequencies, only some Scholte–
Stoneley wave resonances fit the modeled resonances well
~Fig. 12!. The detection of a certain energy enhancement
corresponding to the strong-bending region leads to a rough
localization of the coincidence frequency, and hence, to the
wall-thickness estimate. This result is achieved because
matching with the ideal TF spectral shape confirms a good fit
with the strong-bending region. Under uncontrolled experi-
mental conditions, one might interpret this energy enhance-
ment as the deconvolution side effect of noise-level enhance-
ment, and thus, disregard it. For this reason, the thickness
estimate is included with low confidence.

Scholte–Stoneley resonance localization and identifica-
tion lead to the estimation of the related phase-speed disper-
sion curve, plotted and fitted with the simulated curve~from
Fig. 3! in Fig. 13. Curve fitting is good in a wide range.
Scholte–Stoneley wave resonances detected and matched
correctly are too sparse to provide their group dispersion
curve. TheS0 Lamb-type group and phase dispersion curves
are presented in Fig. 14. The estimated curves compared
with corresponding patterns derived from the analysis of the
RST-based TF model~see Fig. 4! are computed on the basis
of the true outer radius valueao.

B. Analysis of deconvolved far-resonance response

The feasibility and advantages of far-resonance process-
ing is analyzed here when the SNR level is appreciable but
the data length is limited. Time gating allows isolation of the
far resonance from the rigid~diffraction! response contribu-
tions, hence simplifying the TF shape. However, several
spectral fluctuations remain~consequently the estimatedp
order is still high!, in part because of the lower SNR value,
and in part due to the resonance effects unexpected by RST
and assumed to derive from the shell nonuniformity~as ex-
plained in Sec. IV A!. Here, the time gate is applied at 32.38
ms~see Fig. 8 above!. With reference to TF-pattern matching
in Fig. 15, this component allows individualization of many
of the peaks related to theS0 Lamb-type wave resonances.
S0 Lamb-type resonance matching is shown in Fig. 16. Even
at higher frequencies (f .25 kHz), the estimated TF spec-

FIG. 12. Estimated TF~dotted! at higher frequencies, extracted and ex-
pected Scholte–Stoneley wave resonances.

FIG. 13. Phase dispersion curve of the Scholte–Stoneley wave resonances.

FIG. 14. EstimatedS0 Lamb-type group~up! and phase~down! dispersion
curves.

TABLE I. Estimation results from the global response.

Extracted feature Estimated value True value

D f A51.327 kHz â525.36 cm ao525 cm
D f S053.471 kHz with ao: ĉ* 55452.7 m/s,

with â: ĉ* 55531.2 m/s
⇒ material5steel~low confidence!

c
*
o 55435 m/s

⇒ material5steel

f me544.459 kHz d̂55.4 mm~low confidence! do56 mm
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trum is characterized by peaks roughly corresponding to the
Scholte–Stoneley wave resonance~see Fig. 17!. Few reso-
nances are detected and well fitted~hence, the low-
confidence level of the radius computation!, but allow good
estimates, summarized in Table II. In this case, resonance
response isolation can be considered redundant, as good
model-data fitting and parameter estimation results have
been obtained by processing the global response. Decompo-
sition is fundamental when global response analysis results
are inadequate for resonance feature extraction, matching,
and processing.

V. CONCLUSIONS AND FUTURE RESEARCH

A. Proposed method of feature selection and analysis

The main purpose of this study was to determine the
applicability of resonance analysis to target characterization
and classification. On the basis of analysis of experimental
data fitted with RST modeling, this paper has shown that this
kind of approach is not only feasible, but can provide accu-
rate target parameter estimation. The results obtained are:

~i! The generation of resonance phenomena and in par-
ticular, of some wave families, forecast by RST under
ideal conditions, have been verified on at-sea data.

~ii ! The energy contribution of the generated resonance
component from scattered data collected at sea was
shown to be significant and has made high-resolution
resonance analysis feasible and reliable in most cases.

~iii ! Although the adopted RST-based model assumes a
canonical cylindrical shell which is an approximation
of the measured target, model-data matching in the
frequency domain is acceptable in the broadband
range@4,45# kHz, and has resulted in good parameter
estimation.

~iv! The number and accuracy of inversion results is also
due to thebroadbandnature of the selected approach,
which allows the extraction and processing of sets of
resonances related to several target parameters; how-
ever, the frequency domain of interest varies with the
elastic parameters of the inner and outer media, and
with the shell material and wall thickness.

These observations justify the employment of the proposed
model-based method for extracting resonance frequencies
from scattered responses~see the next subsection! and for
inversion. However, the assumption ofa priori knowledge
on the target shape, filler, and aspect~see also Sec. V C!, the
low confidence associated with estimation results when few
resonances of a certain family are identified, and the sensi-
tivity of shell material estimation to the outer radius estima-
tion accuracy are among the main limitations.

B. The parametric approach to data representation

The proposed approach to data representation consists of
preliminary deconvolution followed by AR-based modeling
applied to the scatterer estimated impulse response. It has the
significant advantage of also providing the scattering TF re-
covery, from which significant features can be used. Further,
the recovered TF can be used as a guideline for selecting the
most reliable resonance frequencies, which correspond to TF
spectral troughs or peaks.

Although the TF of a scattering system should be repre-
sented by an ARMA model, the AR-based approach can be

FIG. 15. Deconvolved far-resonance spectrum fitted with the TF model.
Some resonances can be seen as peaks, as predicted.

FIG. 16. Estimated and expectedS0 Lamb-type wave resonances~AR order
p5100), referred to the estimated TF~dotted!.

FIG. 17. Estimated Scholte–Stoneley wave resonances, matched with ex-
pected ones. Reference: estimated TF~dotted!.

TABLE II. Analysis of the response far resonance component.

Feature Estimate True value

D f A51.3393 kHz â525.13 cm ao525 cm
D f S053.4531 kHz with ao: ĉ* 55424.0 m/s,

with â: ĉ* 55452.0 m/s
⇒ material5steel

c
*
o 55435 m/s

⇒ material5steel
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sufficient for the extraction of the main resonances of the
scattering field. Further, when signals are complicated and/or
noisy, it is difficult to optimize the ordersp and q of an
ARMA model. In fact, this is the most suitable and immedi-
ate method for providing the poles of a system and, hence,
the scatterer resonance frequencies. In any case, ARMA
modeling may be taken as an extension of the present work,
as including zeros in the parametric model can lead to more
complete and more realistic data representation, as explained
in Sec. III.

C. Future research

Research in the field of acoustic resonance scattering
can be further investigated for the purposes of target charac-
terization and classification, and extended to more compli-
cated real cases. Further work will address the relaxation of
imposed constraints:

~1! extension of RST-based investigations toshells filled
with fluidsother than air~in particular, liquids!;

~2! extension tomultiple-aspect scattering analysiswhich is
expected to make the approach more robust and reliable
and to extend its applicability; and

~3! study of scattering bynatural objects and irregular com-
plicated manmade objects.
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A geometric model of the scattering of sound by the human head is used to generate a model of
localization cues based on interaural time delay~ITD!. The ITD is calculated in terms of the
interaural cross-correlation function~IACC! for sources placed at a series of azimuthal angles in the
horizontal plane. This model is used to simulate the pressures generated at the ears of a listener due
to real sources and due to a two-channel and a four-channel virtual source imaging system. Results
are presented in each case for the variation of ITD with head rotation. The simulations predict that
the rate of change of the ITD with head rotation produced by a real source and replicated by the
four-channel virtual source imaging system, cannot be replicated by the two-channel system. These
changes to the ITD provide cues which allow resolution of front–back confusion. The results of
subjective experiments are also presented for the three cases modeled. These results strongly support
the findings from the modeling work indicating that, for the systems described here, front–back
confusion is resolved through changes to the ITD arising from head motion. ©2000 Acoustical
Society of America.@S0001-4966~00!03112-X#

PACS numbers: 43.60.Pt, 43.66.Qp, 43.38.Md@JCB#

I. INTRODUCTION

The duplex theory of sound localization, originating
with Rayleigh,1 has long been accepted as the dominant
model of the way the human hearing system processes the
cues presented by the surrounding environment. At its sim-
plest level, this model separates the audible spectrum, for the
purposes of localization, into two parts. In the lower fre-
quency band, stretching from the lowest audible frequency to
about 1.6 kHz, localization is dominated by the use of inter-
aural time delays~ITD!. In the upper frequency band,
stretching from 1.6 kHz to the upper limit of hearing, local-
ization is dominated by the use of interaural level differences
~ILD !. In addition to these simple cues, which originate from
diffraction of sound around the head, there are also interaural
envelope shifts and spectral cues originating from interaction
of the incident sound with the pinna.2 However, it is now
generally accepted that the pinna spectral cues are associated
with the discrimination of the angle of elevation of sources
above or below the horizontal plane.3–6

The use of the cross-correlation function was first pro-
posed by Jeffress7 as the mechanism by which the hearing
system interprets ITD cues. Other authors, such as
Lindemann,8,9 have expanded greatly on the original Jeffress
cross-correlation model and have proposed more complex
models, explaining other related phenomena such as the law
of the first wavefront. Work has also been undertaken on the
physiology of animals such as the barn owl10 and the cat11

which has indicated that there is a neurological basis for this
IACC-based model. The medial superior oliveary complex
~MSO! has been identified as the region of the hindbrain
associated with this function in mammals. It has also been
demonstrated that there is an increased ability to localize

using ITD cues in mammals where this region is well
developed.12

One of the well-known characteristics of the hearing
system, when localizing sources on the horizontal plane, is
the problem of ‘‘front–back confusion.’’ This refers to in-
stances where a subject localizes a source to the front that
should be in the rear, or less commonly, to the rear when it
should be in the front. Subjects maintain the ability to local-
ize with the expected degree of accuracy for the prevailing
conditions, yet the perceived location of a source is reflected
in a vertical plane running through the ears. An example of
this phenomenon would be where a source placed at 120°
~where 0° is directly in front of the subject! was perceived as
being at 60°. i.e., 90630°. The early work of Wallach,13

Thurlow et al.,14 and Burger15 demonstrated experimentally
that head movements play a very important role in the reso-
lution of front–back confusions. Clearly it is the effect that
head movements have on the ILD, ITD, and spectral cues
that allow the hearing mechanism to use this movement to
help resolve such errors. Leaky16 indicated analytically that,
in this context, the changes in the ITD’s are of much greater
significance than changes in the ILD’s. The work of
Wallach13 on the importance of head movement in the reso-
lution of front–back confusions has been recently supported
by the experimental work of Wightman and Kistler.17 Inter-
estingly, their work has indicated that head movementper se
is not necessary and that similar results can be obtained
through movement of the source under the control of the
subject. The recent work of Perrett and Noble18,19 has also
further supported this view. These authors show the impor-
tance of head rotation to the resolution of ambiguities in
relation to elevation discrimination. Their work also shows
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that this is a low-frequency effect and does not appear to
occur for high-pass test signals.

This paper describes an investigation into the origins of
differences between the performance of two multichannel
virtual acoustic imaging systems with regard to the incidence
of front–back confusions. These differences came to light
during the course of subjective experimental work intended
to characterize the performance of the two systems. This
work is reported in full by Hill.20

The work described here used a simple geometrical
model of the scattering of sound by the human head to cal-
culate the ITD for sources placed around the head. Calcula-
tion of the ITD was achieved using the interaural cross-
correlation function~IACC!. Results are presented from the
simulation of a series of sources placed around a listener as
well as from virtual source imaging systems using either two
loudspeakers~placed to the front of the listener! or four loud-
speakers~with two placed to the front and two placed to the
rear of the listener!. Subjective results based on these simu-
lations are also presented together with simulated results of
the effect of head rotation on the ITD as measured using the
IACC function. The results from the subjective experiments
correlate very well with the simulated ITD data, indicating
that it is possible to predict accurately the prevalence of
front–back confusion in a given set of experimental data
from these simulations. This work indicates that in relation
to the systems described here, the resolution of front–back
confusion can be predicted through the changes in the ITD
function resulting from head movement.

II. HEAD MODEL

The head model used here is based on a fixed rigid
sphere in a free field.20 Calculation of the pressure on the
surface of a sphere due to a plane wave is from the analysis
of this scattering problem presented by Rayleigh21 and re-
worked by Morse and Ingard,22 Malechi,23 and Rschevkin.24

This model has also been used in the context of sound local-
ization by other authors such as Cooper25 and Kuhn.26

The pressure on the surface of the sphere is calculated
according to the equation

pt52p0ej vt (
n50

`
j n11~2n11!~ka!22Pn~cosu!

j n8~ka!2 jnn8~ka!
, ~1!

where p0ej vt represents the incident wave,j n8(ka) and
nn8(ka) are, respectively, the first derivatives of the spherical
Bessel and spherical Neuman functions of the first kind and
of ordern, the wave number is given byk, anda is the radius
of the sphere,Pn(cosu) is the Legendre polynomial of order
n, andu is the angle of plane-wave incidence. The coordinate
system used in this work is defined in Fig. 1. The radius of
the sphere used in the simulation studies described below
was chosen to be 8.75 m. The derivation of Eq.~1! from the
analyses presented in Refs. 22–24 is presented in full in Ref.
20.

From the above expression it is possible to calculate the
pressure at any point on the surface of a sphere due to an
incident plane wave. In using this as a head model, the ears
were simulated by calculating the pressures at a pair of

points 6100° from straight in front, with no account being
taken of the pinnae. The complex pressure was then com-
puted at 256 discrete evenly distributed frequencies between
0 and 20 kHz and for a range of angles of plane-wave inci-
dence from 0 to 360° in 5° increments. It was found that
convergence of the summation could be achieved for all val-
ues in the desired frequency range if the first 50 terms were
evaluated. The complex conjugate of each of the resulting
256 point frequency domain sequences was then reflected in
the highest frequency point~the Nyquist frequency! to give a
two-sided frequency domain representation. These 512 point
sequences where then windowed using a Hanning window
before inverse Fourier transformation into the time domain.
Finally, an identical time delay was introduced into each
sequence in order to shift the peak in the response into the
center of the data window.

The resulting 72 left ear and 72 right ear pressure re-
sponses in the time domain formed a database of sphere
model head related transfer functions~HRTF’s! for sources
on the horizontal plane. These left and right ear HRTF’s
form the basis of all of the modeling work described below
and are referred to here as the ‘‘sphere model database.’’
Figure 2 shows the impulse responses from the right ear of
this database.

FIG. 1. Spherical head model showing coordinate system with sphere of
radius 0.0875 m and location of ear positions at6100°.

FIG. 2. Gray-scale plot of simulated data showing changes in the delay as
the source is moved round the head.~Note: The gray scale is linear from 0
to 11 with these extremes being represented by black and white, respec-
tively.!
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III. REPRODUCTION SYSTEM

Two virtual source imaging systems were studied in
both the simulation work and later in the subjective work.
These systems are characterized by the number of inputs and
outputs used in the system design. They are referred to as the
‘‘2 by2 system’’ and the ‘‘4by4 system’’ and utilized two
measurement points with two reproduction sources in the
former case and four measurement points with four repro-
duction sources in the latter case. Figure 3 shows the layout
of the 2by2 system. The objective of the system is to design
the filters H1(z) and H2(z) that are used on the inputs to
sources 1 and 2, respectively. These operate on the virtual
source signalU(z) in order to produce the time histories of
the pressures at the listener’s ears that would be produced by
the virtual source. Similarly for the four-channel system
shown in Fig. 4, the objective is to design the filtersH1(z),
H2(z), H3(z), andH4(z).

The design of the filters for both of these systems was
based on the fast Fourier transform~FFT!-based deconvolu-
tion method of Kirkebyet al.27 This method provides a very
efficient means of designing the digital filters for a mul-
tichannel sound reproduction system and a brief outline of
the technique is given as follows. Here we restrict the analy-
sis to the case of a single virtual source and refer to the
general block diagram given in Fig. 5. It is assumed that this

source, whose output signal we denote asU(z), produces
signals atR points in the region of the listener’s head and
that these signals are represented by the elements of the vec-
tor d(z). We also denote the transfer functions that relate the
signals comprisingd(z), to the virtual source signalU(z) by
the vectora(z) such thatd(z)5a(z)U(z). We now assume
that S sources are used to reproduce the field and that these
sources produce the signalsw(z) at theR points in the sound
field. We denote the vector of source input signals byv(z)
and the matrix of electroacoustic transfer functions between
the source inputs and the reproduced signals asC(z) such
that w(z)5C(z)v(z). The source inputs are in turn gener-
ated by operating on the virtual source signalU(z) by the
vector of filtersh(z) whose elements we wish to find. In
order to determineh(z), we use a least-squared error crite-
rion having first defined a vector of error signals that quan-
tifies the differences between the desired virtual source sig-
nalsd(z) and the reproduced signalsw(z) such that

e~z!5d~z!2w~z!. ~2!

Sinced(z)5a(z)U(z) and w(z)5C(z)h(z)U(z), then this
vector of error signals can also be written as

e~z!5@a~z!2C~z!h~z!#U~z!. ~3!

We now seek to minimize the cost function given by

J5eH~z!e~z!1bvH~z!v~z!, ~4!

where H denotes the complex conjugate of the transposed
vector. This cost function consists of the sum of the squared
errorseH(z)e(z) plus a term quantifying the effort used in
the minimization which is given by the product of the regu-
larization parameterb and the sum of the squared source
input signalsvH(z)v(z). Sincev(z)5h(z)U(z), and using
Eq. ~3! for the error vector, the cost functionJ can be written
as a quadratic function of the error vector whose minimum is
defined by27

hopt~z!5@CH~z!C~z!1bI #21CH~z!a~z!. ~5!

This therefore defines the optimal vector of filters which, as
shown clearly by Kirkebyet al.,27 can be effectively com-
puted in the frequency domain provided thatb is correctly
chosen and that the target vectora(z) associated with a given
virtual source position includes a suitable modeling delay in
order to enable the effective inversion of nonminimum phase
components in the electroacoustic transfer function matrix
C(z). It is also useful to define the cross-talk cancellation
matrix

Hx~z!5@CH~z!C~z!1bI #21CH~z!, ~6!

FIG. 3. Two-channel reproduction system showing source-to-ear transfer
functions for both real and virtual sources.

FIG. 4. Four-channel reproduction system showing source-to-ear transfer
functions for both real and virtual sources. Both head positions used for the
system definition are shown.~Note: For clarity only the source-to-ear trans-
fer functions for reconstruction source 1 and the virtual source have been
shown.!

FIG. 5. Generalized block diagram of the inverse filtering problem, where
A(z) is the matrix of target functions,C(z) is the electroacoustic transfer
function matrix,H(z) is the inverse filter matrix,u(z) is the system input,
ande(z) is the error vector.
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such that for a given virtual source position specified by the
vectora(z), the vector of filters that minimizes the cost func-
tion J is given by

hopt~z!5Hx~z!a~z!. ~7!

Thus Hx(z) can be computed for a given arrangement of
listener and reproduction sources@and corresponding matrix
C(z)# and then the optimal vector of filtershopt(z) can be
computed for a given virtual source position. Note that the
inclusion of the regularization parameterb is crucial to the
proper functioning of the inversion technique. By controlling
the ratio between the amount of energy in the error function
and in the inverse filters,b allows the problems associated
with an ill-conditioned electroacoustic transfer function ma-
trix to be overcome.27

For the 2by2 system mentioned above, two measure-
ment points and two reconstruction sources were used. The
measurement point locations chosen were the same as the
location of the ears in the above model. The source positions
were chosen in accordance with the conventional stereo
placement positions of630°. Thus the four transfer func-
tions, one from each source to each measurement point, were
obtained directly from the sphere model database. The ma-
trix containing these four transfer functions, which is often
referred to as the electroacoustic transfer function matrix,
C(z), was then inverted using Eq.~6! with b set to 0.01 and
a suitable modeling delay of half the inverse filter length.
The elements of the target function vectors,a(z), were also
chosen from the sphere model database as the transfer func-
tions resulting from a source placed at the desired virtual
source location. Thus the filters for a given virtual image
location were obtained by multiplying the cross-talk cancel-
lation matrix from the above inversion with the appropriate
target function vectors.

The design of the 4by4 system was very similar to the
above 2by2 system. The added complexity of having to deal
with four measurement points and four reconstruction
sources was exacerbated by the placement of the measure-
ment points away from the sphere model ear locations, al-
though it was still possible to obtain the required transfer
functions from the sphere model database. The reconstruc-
tion sources were placed at645 and6135° for the frontal
and rear sources, respectively. The measurement points were
placed at610065°. The inversion for the 4by4 system was
again carried out using Eq.~14! with b set to 0.02 and a
modeling delay of again half the inverse filter length. The
cross-talk cancellation matrix was then multiplied with the
target transfer function vector,a(z), for each virtual image
placement, the elements of which were obtained in a similar
manner to the above system transfer functions, giving the
four filters associated with each virtual source location. A
more detailed explanation of this inversion technique can be
found in Kirkeby.27 This paper also contains plots of typical
elements from theC and H matrices, as does the paper by
Kahana et al.28 The paper by Kahana et al. also illustrates the
complexity of the sound field in the region of the head when
multiple sources are used.

IV. SIMULATIONS

Three separate simulation models were studied, using
the sphere model with the two ears placed at6100° in all
three cases. First, the ear pressures due to real sources placed
at locations around the head were modeled, providing a ref-
erence of ideal ear pressure impulse responses. The ear pres-
sures were then modeled that resulted from the reconstruc-
tion of virtual sources at various locations around the listener
using the 2by2 system and the 4by4 system. In each case the
source positions used were all equidistant from the center of
the sphere~although this only affected the time delay used in
the model since plane waves were assumed throughout! and
were placed at angles from 0 to 355 in 5° increments.

The virtual image reconstruction filters were calculated
for each source and each model using the cross-talk cancel-
lation matrix based method discussed in the previous section.
Thus the ear pressures resulting from the 2by2 and the 4by4
systems were obtained by filtering a broadband~20–20
k-Hz! random noise input signal with the convolution of the
appropriate virtual imaging filter and source-to-ear transfer
function for that particular ear and reconstruction system.

For any given system, the pressure at the ears for a given
input signal can be obtained in the time domain by the con-
volution of that input signal with the system transfer func-
tion. Grouping the various filters and electroacoustic transfer
functions together we can define a single system impulse
response relating the virtual source signal to the pressure at
each ear. We can refer to these assL(n) and sR(n) for the
left and right ears, respectively.

The interaural cross-correlation function~IACC! can be
defined as29

RLR~k!5E@p~n!p~n1k!#, ~8!

where E@ # denotes the expectation operator. For a white
noise virtual source signal it is straightforward to show20 that

RLR~k!5 (
n50

`

sL~n!sR~n1k!. ~9!

One of the main objectives of the simulations was to evalu-
ate the effect of head rotation on the IACC. This was ob-
tained by recalculating the ear pressures as described above
but with the head rotated by65°. From this new ear pressure
data the rotated head IACC’s were calculated and the differ-
ence between the nonrotated IACC and the rotated head
IACC was calculated. Thus

RLR
0→5~k!5RLR

0 ~k!2RLR
5 ~k! ~10!

is the IACC difference for a right rotation of the head by 5°.
A similar expression can be defined for a left rotation of the
head.

V. RESULTS OF SIMULATIONS

The results of the simulations of the IACC and the
changes in the IACC with head rotation for the real source
case, the 2by2 system, and the 4by4 system are presented in
Figs. 5–8. These data are presented in the form of a series of
gray-scale plots of angle of source incidence~x-axis! from 0
to 355° in increments of 5° against time~y-axis!. The time
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information is represented nondimensionally in terms of the
correlation point number since its absolute value is depen-
dent on the dimension of the sphere. A positive correlation of
unity is represented by white for all three figures and a nega-
tive correlation of unity is represented by black in Figs. 7
and 8. In Fig. 6 the minimum value shown on the plot is
zero, which is represented by black. In all three plots there is
a linear graduation along the gray scale from black to white.
Three plots are presented for each model, the IACC data for
a single fixed head with no rotation~Fig. 6! and the IACC
difference data for head rotations of65° ~Figs. 7 and 8!.

It is clear from the IACC data presented here that there
is a high degree of consistency between the different systems
in terms of the relative interaural time delays for a given
source position. However, from the plots for the three sys-
tems without rotation~Fig. 6!, it is also clear that there is a
front–back ambiguity present in this time delay information.
For example, with reference to Fig. 6~a!, the value of the
interaural time delay is the same for a source placed at 90
6x° ~wherex,90°!. This is also true for a source placed at

FIG. 6. Gray-scale plot of IACC plotted against angle of source incidence
for ~a! real sources,~b! the two-channel system, and~c! the four-channel
system.~Note: The gray scale is linear from 0 to11 with these extremes
being represented by black and white, respectively.!

FIG. 7. Gray-scale plot of IACC difference plotted against angle of source
incidence due to left head rotation of 5° for~a! real sources,~b! the two-
channel system, and~c! the four-channel system.~Note: The gray scale is
linear from21 to 11 with these extremes being represented by black and
white, respectively.!
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2706x°. It is therefore not possible, from the information
contained in these data alone, to determine whether a given
source is in the frontal or the rear quadrant, even though it is
possible to accurately determine the value ofx. These are
exactly the conditions which lead to the phenomenon of
front–back confusion.

The plots of the IACC difference for25 and15° rota-
tion for the sphere model, Figs. 7~a! and 8~a!, respectively,

show that the ambiguity with regard to front–back confusion
can be resolved with head rotation. There is a clear and un-
ambiguous pattern of positive and negative correlations that
is different depending on the quadrant in which the source is
located. For example, if a source is located at either 90°
6x, wherex is 30°, then from the data given in Fig. 6~a!
alone it is not possible to determine whetherx is positive or
negative even though it is possible to say that the magnitude
of x is 30°, this being exactly the condition necessary for
front–back confusion to occur. If the head is moved by25°,
then, from the IACC difference data@Fig. 7~a!#, this ambi-
guity is resolved. If the source is at 90130°, the changes in
the IACC will result in a positive followed by a negative
correlation ~increasing point number represents a forward
movement in time! whereas if the source is at 90230° there
will be a negative followed by a positive correlation. Thus
front–back confusions can be resolved using this new infor-
mation. It is also clear from Fig. 8~a! that this pattern of
positive and negative correlation is reversed for all source
locations if the head is rotated in the opposite direction. It is
therefore essential to know the direction in which the head is
rotated. This observation, that knowledge of the direction of
rotation of the head is important for accurate localization, is
supported by the early work of Klensch.30 Klensch demon-
strated the importance of an accurate knowledge of the di-
rection of rotation of the head by performing experiments
which involved placing equal length flexible tubes attached
to funnels into the ears of subjects. The funnels were then
moved synchronously with rotations of the head or in con-
trary motion to the head and the movement of the perceived
source image was recorded. When the funnels were moved in
contrary motion to the head, or when the tubes were swapped
between the left and right ear, and the funnels moved syn-
chronously with the head, the source was perceived to be in
the rear when it should have been in front and vice versa.
This experiment indicated that knowledge of the direction of
rotation of the head is used by the localization mechanism in
the resolution of front–back confusion.

The other sets of simulated data for the 2by2 system
@Figs. 6~b!, 7~b!, and 8~b!# and the 4by4 system@Figs. 6~c!,
7~c!, and 8~c!# show similar patterns of change in the time
delay with angle of incidence for the fixed head ITD data.
The ITD difference data for the 4by4 system simulations
@Figs. 7~c! and 8~c!# indicate that this system is behaving in
a very similar manner to the real source model. Thus it
would be expected that with this system, listeners would be
able to localize sources in the rear using head rotation in a
very similar manner to real sources. The results of the sub-
jective experiments presented later will show that this is in-
deed the case.

The IACC difference data for the 2by2 system@Figs.
7~b! and 8~b!# do not show this discrimination between fron-
tal and rear virtual source placement. These data show that
the characteristic pattern of positive and negative correlation
for a given head rotation is what would be expected of a
frontal source regardless of the actual source location. The
appropriate delay associated with determining the angular
location of a source is preserved in these data and it is only
the second IACC difference based cue that is misleading. We

FIG. 8. Gray-scale plot of IACC difference plotted against angle of source
incidence due to right head rotation of 5° for~a! real sources,~b! the two-
channel system, and~c! the four-channel system.~Note: The gray scale is
linear from21 to 11 with these extremes being represented by black and
white, respectively.!
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again take the previous example of a source being placed at
90°6x. If x is 130°, then the cues resulting from a15°
rotation of the head would be a positive followed by a nega-
tive correlation@Fig. 8~b!# which is exactly what would be
expected from the example of the sphere model. If the source
is instead placed at230°, Fig. 8~b! shows that for the same
15° rotation of the head as before, there is again a positive
followed by a negative correlation, indicating that the source
is placed in front at130°. Given that the interaural time
delays used to resolve the magnitude ofx in the above ex-
ample are not affected, it would be expected that subjects
using this system would accurately determinex but reflect all
rear sources into the frontal half plane. These data indicate
that there should be a significant difference between the abil-
ity of subjects to localize using all three systems depending
on whether the subject’s head is free to move or not. In the
case of the real source and the 4by4 virtual source system,
there should be a decrease in the incidence of front–back
confusion when the head is free to move. With the 2by2
virtual source system, freedom of head movement should
result in all images being localized in the frontal half of the
horizontal plane.

VI. SUBJECTIVE EXPERIMENTS

The subjective experiments described here were de-
signed to test the hypothesis drawn from the simulated
results.20 Fourteen volunteer subjects were used in the ex-
periment, which was carried out in a large~78 m3! anechoic
chamber. A preliminary test was repeated using a single sub-
ject to check for repeatability and gave almost identical re-
sponses the second time. Subjects were seated in a fixed
chair in the center of the anechoic chamber. Surrounding
them was a thin metal frame supporting an acoustically
transparent, visually opaque screen and a series of numbers
denoting azimuth angle in 10° increments with 0° being
placed directly in front. The subjects were asked to identify
the location of each of the test presentations, in 5° incre-
ments, with reference to these numbers. During the first part
of the experiment a headrest, adjusted for each subject, was
used to restrain the subject’s head movement. Subjects were
explicitly and repeatedly told of the importance of ‘‘keeping
their head absolutely motionless while the signals were au-
dible.’’ This headrest was then removed for the second half
of the experiment, when each set of presentations was re-
peated, and the subject encouraged to rotate their head a
small amount to facilitate localization. Each presentation was
of about 5 sec duration with a short break being given be-
tween each set of presentations. The whole test lasted about
45 min.

Three prerecorded sets of presentations were used in the
experiment, one for each of the 2by2, 4by4, and real source
conditions. The subjects listened to each of these sets twice,
once with a headrest restraining head movement and again
with this headrest removed. In the case of the 2by2 and the
4by4 systems the same filters used in the simulation work
were also used here. The choice of measurement point and
reconstruction source locations was also the same as for the
simulation work. Each of the eight presentations in each set
was for a different virtual or real source location and was

preceded by a presentation of the same noise signal from a
real source placed at 0°. The test signal used was pink noise
restricted to a frequency content below 3 kHz, with the in-
tention of avoiding undue pinna spectral effects.

The subjects were informed of the location of the refer-
ence~0°! source and that a presentation of the noise from
there would precede each test presentation. The presentation
angles used for both real and virtual sources were 0, 30, 45,
60, 105, 120, 135, and 160°. In all cases the noise was
ramped up and down in level to avoid switching transients.
The order of presentation of the chosen source locations was
randomly arranged within each set and the same arrangement
used for each set.

Figures 9–11 show the results from the subjective ex-
periments. The form of presentation for the raw data is to
show the angle answered plotted against the angle presented.
The area of each of the boxes in the plots is proportional to
the number of answers at that particular value. The two lines
on the plots indicate the correct answers~45° line! and the
front–back confusion answers~245° line!.

The importance of head rotation to the ability of subjects

FIG. 9. Subjective results for real sources showing fixed head~a! and free
head ~b! data, using a 3-kHz band-limited pink noise signal.~Note: The
squares have an area proportional to the number of answers given.!
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to resolve front–back confusions is clear from these data.
For real sources@Figs. 9~a! and ~b!#, some front–back con-
fusions occurred when the head was fixed, but when the head
was free not a single incidence of front–back confusion oc-
curs. This provides further evidence for the importance of
head movement in the resolution of front–back confusion,
supporting the work of Wallach,13 Thurlow et al.,14 and
Burger.15 The data also show clearly that the 4by4 virtual
source imaging system performs much better than the 2by2
system in producing rear images when listeners are allowed
head rotations.

There appears to be a systematic bias in the data for all
three free head data sets. The most likely source of this bias
was in the physical difficulty the subjects experienced in
accurately pointing to a source behind them, especially since
they were not permitted to look toward the source while it
was audible. This would have been further compounded by
the action of turning the head to read the appropriate number,
thus shifting the whole frame of reference. A number of
subjects complained of this in discussions following their

participation in the experiment. All six raw data plots indi-
cate that this trend is present to a lesser or greater extent;
however, in the plots for the fixed head data it is less appar-
ent since the scatter of the errors is greater.

Another problem was observed while running the ex-
periment which may have had an effect on the data for the
virtual source presentations. The nature of the experiments
was such that each signal presentation was ramped up and
down in level at the beginning and end rather than being
abruptly switched on and off. This led to the problem that, if
the output from one of the reconstruction sources was sig-
nificantly greater than the output from the other sources, as
would be the case when a virtual source was place at or very
near the location of one of the reconstruction sources, then as
the overall signal level was increased, the output from this
source would exceed the subject’s hearing threshold before
the other sources. A similar effect occurred when the signals
were ramped down. Thus the first and last thing that the
subject would hear would be this reconstruction source
rather than the combined effect of all the reconstruction

FIG. 10. Subjective results for virtual sources generated using the 2by2
system showing fixed head~a! and free head~b! data, using a 3-kHz band-
limited pink noise signal.~Note: The squares have an area proportional to
the number of answers given.!

FIG. 11. Subjective results for virtual sources generated using the 4by4
system showing fixed head~a! and free head~b! data, using a 3-kHz band-
limited pink noise signal.~Note: The squares have an area proportional to
the number of answers given.!
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sources. The bias introduced by this mechanism is unlikely
to have been of any great significance except where the vir-
tual source location was very near to one of the reconstruc-
tion sources, since it is only for these virtual images that the
output amplitude of any one source is considerably larger
than the other sources. However, this effect would certainly
have caused far fewer problems than switching transients.

As well as the systematic error discussed above, both for
the fixed and free head, the 4by4 data appear to show another
trend drawing the frontal data toward 90°. This is not under-
stood. For the 2by2 system, the dominant error, for both
fixed and free head data, is clearly the almost complete in-
ability of subjects to localize rear images. The fixed head
data do appear to show some tendency toward localization of
rear images, although correct localizations of rear images are
not sufficiently plentiful to be able to draw any firm conclu-
sions from these data. All that can be said is that although it
is extremely difficult to localize rear images using this sys-
tem with a fixed head, this does appear to be possible for
some subjects. It is interesting to note at this point that
Takeuchiet al.31 have shown that it is possible to achieve
rear localizations from a modified version of the 2by2 system
described here when individualized HRTF’s are used in the
filter design procedure.

VII. DISCUSSION

The results of the simulation of the effects of head rota-
tion on the ITD appear to provide a reliable predictor of the
ability of subjects to resolve front–back confusions. Assum-
ing that this ITD-based cue is the primary mechanism for
resolution of front–back confusion for these systems, then,
for the real sources and the virtual sources generated using
the 4by4 system, the simulated data predict that there should
be a much greater incidence of front–back confusion when
the subject’s head movement is restrained. The subjective
experimental results support this prediction and show this to
be the case. The ability of subjects to localize sources in the
rear when head movement is restricted is a testament to the
robustness of the hearing mechanism.

Furthermore, it indicates that the hearing system is able
to recover from the loss of an important contributor to the
localization mechanism and to make good use of whatever
cues are still available. The bandwidth restriction imposed on
the test signal should have prevented much use being made
of pinna spectral differences for horizontal plane localiza-
tion. What should have remained, therefore, was just the
low-frequency~, 3 kHz! ILD and ITD cues. It is also pos-
sible that small involuntary head movements did occur dur-
ing the fixed head part of the experiment since no attempt
was made to restrict subject’s head movement apart from the
head rest and verbal instruction. Head rotations as small as 1
or 2° may provide the necessary cues.

There appears to be evidence from this and other work
~discussed earlier! to indicate that the resolution of front–
back confusion for low-frequency sources is based on the
changes in the ITD with head rotation which are processed
by the auditory system through a mechanism such as the
evaluation of the IACC. Furthermore, the work of Wightman
and Kistler3 indicates that, for broadband signals, the low-

frequency ITD’s, where they are present, provide the domi-
nant localization cues. The work of Perrett and Noble18 also
indicates that the dynamic cues for the resolution of spatial
ambiguities in relation to source elevation do not function
above 2 kHz. It may therefore be possible to say that the
mechanism discussed here holds true for broadband signals.

VIII. CONCLUSIONS

The analytical model of the human head presented here
represents a credible low-frequency model of the acoustic
conditions leading to interaural time delays for sources in the
horizontal plane. The results of the simulations of the ITD
and the changes to the ITD with head movement resulting
from sources placed on the horizontal plane appear to pro-
vide an accurate predictor of the ability of subjects to resolve
front–back confusions. This appears to hold true for both
real and virtual images generated using the two systems dis-
cussed here. The subjective experimental data presented here
strongly support the hypothesis that front–back confusion, in
these systems and for the bandwidths studied, can be re-
solved using the changes in the ITD resulting from head
movement.
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A theoretical framework for describing the effects of nonlinear reflection on otoacoustic emission
fine structure is presented. The following models of cochlear reflection are analyzed: weak
nonlinearity, distributed roughness, and a combination of weak nonlinearity and distributed
roughness. In particular, these models are examined in the context of stimulus frequency otoacoustic
emissions~SFOAEs!. In agreement with previous studies, it is concluded that only linear cochlear
reflection can explain the underlying properties of cochlear fine structures. However, it is shown that
nonlinearity can unexpectedly, in some cases, significantly modify the level and phase behaviors of
the otoacoustic emission fine structure, and actually enhance the pattern of fine structures observed.
The implications of these results on the stimulus level dependence of SFOAE fine structure are also
explored. © 2000 Acoustical Society of America.@S0001-4966~00!01012-2#
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I. INTRODUCTION

Otoacoustic emissions~OAEs! are signals that are gen-
erated in the cochlea, either in the absence of external stimu-
lation, in which case they are known as spontaneous oto-
acoustic emissions or SOAEs~see review by Bright, 1997!,
or in response to external stimulation, in which case they are
known as evoked otoacoustic emissions or EOAEs~see, e.g.,
Norton and Stover, 1994; Robinette and Glattke, 1997!.
When present, SOAEs in humans have been shown to occur
with a periodic frequency spacing corresponding to approxi-
mately 0.4 Bark~cf. Zwicker and Peisl, 1990; Talmadge
et al., 1993b!. EOAEs also exhibit periodic variations in am-
plitude and phase with frequency, which have been referred
to as ‘‘fine structure,’’ with spacings very similar to those of
SOAEs ~e.g., Zwicker and Peisl, 1990; Zweig and Shera,
1995!. Collectively, these periodic variations with frequency
are known as ‘‘cochlear fine structure’’~see, e.g., Talmadge
et al., 1998!. The EOAEs whose fine structures have been
investigated in great detail are stimulus frequency otoacous-
tic emissions or SFOAEs~e.g., Zweig and Shera, 1995; these
emissions are sometimes referred to as synchronous evoked
OAEs or SEOAEs! and distortion product otoacoustic emis-
sions or DPOAEs~e.g., He and Schmiedt, 1993; Talmadge
et al., 1996; Heitmannet al., 1998; Talmadgeet al., 1999;
Shera and Guinan, 1999; Mauermannet al., 1999!. Both of
these types of fine structures also exhibit frequency spacings

in humans between fine structure maxima corresponding to
approximately 0.4 Bark~e.g., Zwicker and Peisl, 1990! or
the approximate equivalent of 1/16 octave~e.g., He and
Schmiedt, 1993!.

Early attempts to describe cochlear OAE fine structure
were mostly rooted in the assumption that they originated
from nonlinear reflection~e.g., Kemp, 1997; see also review
and discussion in Shera and Guinan, 1999!. Nonlinear reflec-
tion results from the nonlinear distortion of an initial apically
traveling wave of frequencyf, which produces a mixture of
apical and basal traveling waves, with the latter being asso-
ciated with nonlinear reflection. Ascribing fine structure to
nonlinear reflection was based in part on overwhelming ex-
perimental evidence that nonlinear distortion plays a critical
role in the generation of many types of OAEs, especially
DPOAEs, whose very existence depends on the nonlinear
interaction of the cochlear waves from the two primary
tones.

Recent studies have cast doubt on this point of view
~Kemp and Brown, 1983; Strube, 1989; Zweig, 1991; Shera
and Zweig, 1993; Zweig and Shera, 1995; Talmadgeet al.,
1998; Shera and Guinan, 1999; Mauermannet al., 1999! and
give support to linear reflection as the main source of co-
chlear fine structure. In particular, it has been proposed that
this type of reflection is due to low level inhomogeneities
which are strewn along the cochlea~Shera and Zweig, 1993;
Zweig and Shera, 1995!. It has also been argued that linear
cochlear reflection plays an important role in the generation
of many types of OAEs, including SFOAEs and click-
evoked otoacoustic emissions~Zweig and Shera, 1995; Tal-
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San Diego, La Jolla, CA 92093-0357.
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madgeet al., 1997, 1998; Shera and Guinan, 1999!, and is
also the principal mechanism responsible for the generation
of SOAEs ~Talmadge and Tubis, 1993a; Zweig and Shera,
1995; Talmadgeet al., 1997, 1998; Shera and Guinan, 1999!.

To date, most attempts to model OAE fine structures in
terms of linear cochlear reflection have completely ignored
the influence of nonlinearity. However, both nonlinearity and
distributed roughness are thought to be present and to play
significant roles in the function of the cochlea. It is thus
important to characterize more precisely their combined ef-
fects. Taking into account of the influence of nonlinearity on
cochlear fine structure provides the basis for extending the
range of levels over which these phenomena can be analyti-
cally described.

Some attempts to qualitatively discuss the combined ef-
fects of nonlinearity and distributed roughness have been
made in the context of transient otoacoustic emissions
~TEOAEs!, mostly recently by Yates and Withnell~1999!.
The nonlinear differential response of the cochlea to external
clicks, such as that developed by Bray and Kemp~1987!,
involves the subtracting out of the purely linear response of
the cochlea, including that due to linear coherent reflection in
the absence of nonlinearity. The observed residual presence
of TEOAE fine structure implies that linear coherent reflec-
tion must still be playing an important role in the generation
and emission of the measured TEOAEs~e.g., Zweig and
Shera, 1995; Talmadgeet al., 1998; Shera and Guinan,
1999!.

It is initially puzzling that a linear process could play a
role in the measured nonlinear differential response, which is
designed to subtract off any linear component. This puzzle is
resolved by noting that one of the generation mechanisms of
TEOAEs is intermodulation distortion~Yates and Withnell,
1999!, and that linear coherent reflection will still play a role
in the emission of the generated TEOAE components, espe-
cially through reflection of TEOAE components which have
a lower frequency than the place frequency of the region
where the TEOAE component is initially generated. In this
picture, such TEOAE components are very similar to ordi-
nary DPOAEs generated by steady-state external tones.

Experimentally, the question of the influence of nonlin-
earity on OAE fine structure is best tested by sweeping a
single-frequency primary~or primaries! through a range of
frequencies with fixed stimulus level~s!, in order to study the
effect of level on fine structure. Such a procedure was per-
formed by He and Schmiedt~1993, 1997! for the case of
DPOAEs with fixed primary frequency ratio. He and
Schmiedt also tried to model the effects of the nonlinearity,
and assumed an underlying model in which the fine structure
is the result of linear reflection~Sunet al., 1994a, b!. He and
Schmiedt~1993! also noted the difficulties of interpreting
input–output curves of DPOAE level versus primary level in
the presence of large fine structure.

In the present paper, the theoretical framework devel-
oped in Talmadgeet al. ~1998! is extended to include the
effects of weak nonlinearity on cochlear reflection and co-
chlear fine structure. The underlying theoretical formalism is
identical to that of Talmadgeet al. ~1998!, and, as such, this
manuscript may be regarded as a companion paper to that

study. A critical examination of some of the main assump-
tions of the model and their possible effect on the results
obtained here are given in Sec. II. Models of cochlear reflec-
tion involving nonlinearity, distributed roughness, and a
combination of nonlinearity and distributed roughness are
considered in Sec. III. These models are applied in Sec. IV to
the case of SFOAE fine structure. A summary and further
discussion of the results of this paper may be found in Sec.
V. A list of symbols is given in Appendix A, and in order to
improve continuity between the two papers, a brief review of
the basis function formalism, together with definitions and
some basic properties of cochlear reflection, is given in Ap-
pendix B.

II. THEORY AND METHODS

As discussed in the Introduction, the analysis in this pa-
per is based on the theoretical framework developed in Tal-
madgeet al. ~1998!, to which the reader is referred for a
detailed discussion of the methodology, explanation of nota-
tion, and discussions of assumptions and approximations in-
volved. In this section, a summary is given of the underpin-
nings of the formulation used in this paper together with its
main implications about cochlear wave reflection.

A. Modeling the cochlear partition

As described in Appendix B, the cochlear partition is
modeled in terms of a single dynamical equation, written in
terms of the displacementj of the basilar membrane~BM!.
In this model, the dynamical behavior of the organ of Corti is
incorporated into the fast and slow stiffness feedback terms
in D given by Eq.~B5!. ~For correspondence to the usual BM
place-impedance functionZbm, note thatD5 ivZbm/sbm.)

The fast and slow stiffness feedback contributions are
those suggested by Zweig~1991! based on Rhode’s BM
measurements of the squirrel monkey~e.g., Rhode, 1971;
Rhode and Robles, 1974! in order to produce ‘‘realistic’’
basilar membrane excitation patterns. Although the assump-
tion of a ‘‘macromechanical’’ model may appear as a limi-
tation of the current framework, it should be noted that any
currently proposed micromechanical model of the cochlear
partition can be recast in terms of a single equation involving
the displacement of the basilar membrane~e.g., de Boer,
1995!.

The advantage of this phenomenological approach is
that it is ‘‘guaranteed’’ to produce the realistic active pat-
terns on the basilar membrane, which are in turn needed to
generate realistic otoacoustic emissions. The main limitation
of this approach is the lack of a clear connection between the
phenomenological parameters of this model and the underly-
ing detailed anatomy and physiology of the cochlear parti-
tion.

B. Modeling the effects of nonlinearity

As discussed in Sec. III A, the only assumed nonlinear-
ity is introduced as a cubic nonlinearity in damping,

gbm~x!5g0~x!1g2~x!j2~x,t ![g0~x!@11j2~x,t !/bnl
2 #, ~1!
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wherebnl is the so-called ‘‘nonlinear saturation level.’’ The
basis of this choice deserves further comment. First, it should
be noted that the existence of spontaneous otoacoustic emis-
sions ~SOAEs! and their statistical properties~e.g., Wit,
1986! requires a nonlinear active cochlea~e.g., Talmadge
et al., 1991!, i.e., one with negative damping for small dis-
placements and some kind of positive nonlinear damping for
stabilization. Nonlinear active cochlear models have proven
successful in accounting for not only the characteristic prop-
erties of SOAEs, including their frequency distribution~e.g.,
Zwicker and Peisl, 1990; Talmadgeet al., 1993b!, but also
the observed properties of evoked otoacoustic emissions and
the microstructure of the hearing threshold~e.g., Talmadge
and Tubis, 1993a; Talmadgeet al., 1997, 1998!. Cochlear
nonlinearity could also occur in the BM stiffness. The role of
nonlinear stiffness can be assessed by considering the corre-
lations between amplitude and frequency fluctuations of
SOAEs. From the results of van Dijket al. ~1994!, it may be
concluded that for a BM amplitude at the nonlinear satura-
tion levelbnl , the increase in stiffness is between21.0% and
1.5%.

The choice of acubic nonlinearity was made by noting
that the most general damping function,gnl(x,j) must be of
the form,

gbm~x,t !j̇~x,t !5E~x,j,j̇ !j̇~x,t !, ~2!

whereE is an even function inj and j̇. If it is further as-
sumed thatE is analytic atj50 andj̇50, then this function
may be expanded in small quantities to find,

gbm~x!j̇~x,t !5@E0~x!1E20~x!j2~x,t !1E02~x!j̇2~x,t !

1¯#j̇~x,t !. ~3!

@The initial odd order termsj(x,t) and j̇(x,t) have been set
to zero, by noting thatE must be even in bothj andj̇.# Since
j̇2(x,t)→2v2j2(x,t) by Eq. ~B1!, for current purposes,
E20(x)j2(x,t) and E02(x) j̇2(x,t) may be treated as equiva-
lent.

The resulting simple form of the nonlinearity@Eq. ~1!# is
justified by noting that even-order DPOAES are much re-
duced compared to odd-order~‘‘cubic’’ ! DPOAES ~e.g.,
Kim, 1980!. Furthermore, except at very high stimulation
levels, our simulation results suggest that a simple cubic
nonlinearity is able to reproduce most or all of the essential
features of the growth of otoacoustic emissions.

C. Modeling the fluid dynamics

As discussed in Talmadgeet al. ~1998! and Appendix B
of this paper, the underlying physical model of the cochlea is
based on one-dimensional fluid flow. This class of models
~‘‘1D’’ models! have long been known~e.g., de Boer, 1991!
to give an accurate description of cochlear mechanicsonly in
the basal portion of the traveling wave. This region is re-
ferred to as the long-wave region, because the characteristic
wavelengthl of the transpartition pressure traveling wave is
comparable to or longer than the heightHsc of the cochlear
scalae.

A precise criterion for the validity of the one-
dimensional model comes from the study of models incorpo-
rating three-dimensional fluid flow~i.e., ‘‘3D’’ models!. This
criterion states thatkHsc&1, wherek52p/l is the wave
number of the propagating wave~e.g., Steele and Taber,
1979b!. The wavelength of the traveling wave, together with
the resulting displacement of the BM, is shown in Fig. 1. The
‘‘break-point’’ for one-dimensional flow is also shown as the
horizontal gray line. Expressed in terms of wavelength, this
criterion givesl'2p/Hsc'0.63 cm, whereHsc'0.1 cm for
the human cochlea. From the figure, the distance from the
base at which the assumption of one-dimensional flow is
violated is roughly 1.0 cm. For this case, the location of the
BM activity pattern maximum is approximately 1.8 cm,
which indicates that the assumption of one-dimensional flow
is expected to be roughly valid for the basal 50% of the
traveling wave’s propagating distance from the base to the
peak region.

For the 1D cochlear model, the basis function formula-
tion can be understood by considering the principal results of
this model. In essence, this formulation connects the pressure
in the ear canal to the motion on the basilar membrane via a
set of so-called pressure basis functions. Thec r andc l basis
functions describe the right or apically traveling and the left
or basally traveling transpartition pressure wavesunder the
assumption of a smooth, linear cochlear model. Any devia-
tions from this smooth, linear system are treated assources
of wave reflection.

The connection between the cochlear model and the ba-
sis functions is provided by the Helmholtz~or 1D wave!
equation, for these functions

c r ,l9 ~x,v!1k2~x,v!c r ,l~x,v!50, ~4!

wherek(x,v) is the wave number of the traveling wave in a
smooth cochlea, and depends on both frequency and position
along the BM. By convention,c r ,l(x,v) are dimensionless
and normalized so thatc r ,l(0,v)[1 @Eq. ~B26!#. The 1D
model gives

FIG. 1. Plot of basilar membrane~BM! displacement amplitude~solid line!
and the characteristic wavelengthl52p/k of the transpartition pressure
traveling wave~dashed lined! versus distance along the basilar membrane
from the base forf 51500 Hz. The BM amplitude has been normalized to
unity at the base. The intersection of the (2p/l)Hsc'1 line ~shown in gray!
and the wavelength curve indicates the location along the basilar membrane
where the wavelength is approximately equal to the heightHsc of the
cochlear scalae. As is discussed in Sec. II C, this shows that the assumption
of 1D flow is expected to be roughly valid for the basal 50% of the traveling
wave’s propagating distance from the base to its peak region.
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k2~x,v!5
k0

2v2

D~x,v!
, ~5!

whereD(x,v) @defined in Eq.~B5!# specifies the mechanics
of the BM. In the Wentzel–Kramers–Brillouin~WKB! ap-
proximation ~e.g., Zweiget al., 1976!, the c r ,l(x,v) have
semi-analytic solutions in terms ofk(x,v) and its integral
over x,

c r ,l~x,v!5Ak~0,v!

k~x,v!
expF7 i E

0

x

k~x8,v!dx8G . ~6!

If k(x,v) is smooth~in the sense defined in Appendix
B!, then in the absence of source terms, the transpartition
pressurePd is given exactly by

Pd~x,v!5ar~v!c r~x,v!1al~v!c l~x,v!, ~7!

where ar(v) and al(v) are the~constant! pressure ampli-
tudes of the right~apical! moving and left~basal! moving
traveling waves. As discussed above,c r ,l are dimensionless,
implying thatar andal carry dimensions of pressure.

In the context of this model, it is not an assumption that
both left and right moving traveling waves exist, but rather a
consequence of the fact that the Helmholtz equation@Eq. ~4!#
is a second-order differential equation. Note, of course, that
Pd(x,v) also satisfies Helmholtz’s equation@Eq. ~4!#.

D. Sources of reflection

In the presence of roughness, nonlinearity, or other
sources of reflections, the definition of wave number makes
it necessary to distinguish the smooth part of the wave num-
ber from that due to roughness or other sources of internal
reflection. In this case the totalk2(x,v), still given by Eq.
~5!, is written as

k2~x,v!5ksm
2 ~x,v!1dk2~x,v!, ~8!

where

ksm
2 ~x,v!5

k0
2v2

Dsm~x,v!
,

~9!
D~x,v!5Dsm~x,v!1dD~x,v!.

Here Dsm(x,v) describes the mechanics of the underlying
smooth, linear BM, anddD(x,v) parameterizes any devia-
tions from smoothness and nonlinearity on the BM that will
produce internal reflection.

E. Parametrizing cochlear reflection

Since the dynamics of the organ of Corti enter through
the basilar membrane equation, all sources of reflection will
be characterized via thedD(x,v) deviation~that is through
deviations on the basilar membrane!. As illustrated in Fig. 1,
the basilar membrane activity pattern is sharply peaked near
the traveling-wave tonotopic location. The reflection due to
any point is necessarily proportional to the amplitude of the
BM displacement~or the amplitude to some power for the
case of nonlinear reflection!; this also means thatdD ~and
hencedk2) are small except near the BM activity pattern
maximum.

Thuseven for a highly nonlinear or very rough BM, the
solution to the 1D Helmholtz equation@Eq. ~4!# given by Eq.
~7! will remain valid near the base. For an initially apical
traveling wave, this allowsall the effects of roughness and
nonlinearity to be parameterized through a singleapical re-
flectance, Ra .

Given an initial apical traveling-wave packet with
transpartition pressurePr0 at the base, and a reflected basal
traveling wave with pressurePl1 , the apical reflectance is
just given by

Ra~v!5
Pl1~0,v!

Pr0~0,v!
. ~10!

Note that in this formulation, all of the physics at the peak
region of the traveling wave~including the 3D nature of the
fluid motion! are encapsulated inRa . An important example
of a source of internal reflection is that due to distributed BM
inhomogeneities. As discussed by Shera and Zweig~Shera
and Zweig, 1993; Zweig and Shera, 1995!, the resulting api-
cal reflectance is expected to be of the form

Rrough~v!5uRrough~v!ue2 iwrough~v!, ~11!

uRroughu'constant, wrough~v!'w0 log~v/v0!, ~12!

wherew0'17p in humans.~See the following sections for
further details on the functional form ofRa .) As discussed
by Shera and Zweig~Shera and Zweig, 1993; Zweig and
Shera, 1995!, the underlying quasi-periodicity of otoacoustic
emission fine structure has its origins in the phase depen-
dence of the apical reflectance due to roughness.

Internal reflection also occurs for basally traveling
waves at the middle-/inner-ear interface. For an initial basal
traveling-wave packet with pressurePl0 at the base imping-
ing on the stapes, and a reflected apical traveling-wave
packet with pressurePr1 , thebasal reflectance Rb is defined
as

Rb~v!5
Pr1~0,v!

Pl0~0,v!
. ~13!

It can be shown thatRb depends entirely on the cochlear
properties at the base, and on the impedance of the middle
and outer ear looking out through the stapes. In summary,Ra

describes the physics at the peak region of the BM activity
pattern,Rb the physics of the ear canal, middle-ear, and co-
chlear base, andc r andc l describe the propagation of dis-
turbances between these two extremities.

F. Effect of internal resonance

Because partial reflections of both apical and basal trav-
eling wave will in general be present, the response of the
cochlea to continuous tones will exhibit a resonance effect.
In particular, if it is assumed that the apical reflectanceRa is
independent of the level of stimulation, the apical component
of pressurePr at the base can be shown to be related to the
calibrated driving pressurePdr in the ear canal by

Pr~0,v!}
1

12Ra~v!Rb~v!
Pdr~v!, ~14!

2914 2914J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Talmadge et al.: Modeling nonlinearity and roughness



where the proportionality constant depends only the physics
of the outer ear, middle ear, and cochlear base. If the product
uRauuRbu is assumed small, Eq.~14! can be approximated by
its first-order Taylor series expansion. If the apical reflec-
tance is due to roughness, then

uPr~0,v!u}uPdr~v!u@112uRaucos~w0 log~v/v0!1w1!#,
~15!

where w1 is a phase constant. Equation~15! predicts that
Pr(0,v) will exhibit a quasi-periodic fluctuation in ampli-
tude with a frequency spacing between adjacent maxima of

D f

f
'

2p

w0
. ~16!

The interested reader is referred to Talmadgeet al. ~1998!
for more details on the modeling of specific types of cochlear
fine structure that are predicted by the above considerations.

G. Relationship between the apical reflectance Ra
and the physics at the activity pattern maximum

If it is assumed that a 1D Helmholtz equation can be
used to describe wave propagation near the activity pattern
maximum, then the underlying sources of reflection param-
etrized bydD can be related to the apical reflectance via~see
Appendix B for details!

Ra~v!'2
1

W0~v!
E

0

`

dk2~x8,v!c r
2~x8,v!dx8

'
k0

2v2

W0~v!
E

0

`

dD~x8,v!x r
2~x8,v!. ~17!

Sincex r(x8,v) is sharply peaked nearx' x̂(v), it is pos-
sible to evaluate Eq.~17! using either saddle-point integra-
tion ~e.g., Zweig and Shera, 1995!, or by approximatingx r

by a Gaussian~e.g., Zweig and Shera, 1995; Talmadgeet al.,
1998!. The latter approach, in particular, allows one to relate
the behavior of the apical reflectance to very general details
of the basilar membrane mechanics, such as the place-
frequency map, the mechanical damping, the wavelength of
the traveling wave at its activity pattern maximum, and so
on. This also allows modeling of the effects of manipulations
such as administration of ototoxic drugs, heartbeat rate, noise
exposure, etc. on otoacoustic fine structure.

H. Extension of the basis-function formalism to
multiple dimensions

The consequences of including the effects of 2D or 3D
fluid flow on the basis function formalism is an ongoing
topic of research. Since the fluid flow is known to be essen-
tially 1D near the base, the primary effect will be to modify
the dependence of the apical reflectanceRa on the specific
underlying physiological parameters. It is well known~e.g.,
Steele and Taber, 1979a, b! that the functional dependence of
the BM impedance function needed to produce the same BM
activity pattern is quite different for a 2D or 3D model than
for a 1D model. The reason is that in the ‘‘short-wave’’
region ~wherel!Hsc), the wave numberk is related to the
basilar membrane mechanicsD via

k~x,v!'
2rv2Wbm

sbmWscD~x,v!
, ~18!

whereWsc is the width of the cochlear scalae. The important
point of Eq.~18! is the linear dependence ofk on 1/D in the
short-wave region. This result should be compared to the
1/AD dependence in the long-wave region.

One consequence of this result is that 2D and 3D fluid
action tends to ‘‘sharpen’’ the cochlear response to a given
mechanical tuning of the basilar membrane. The place-
frequency map of the basilar membrane is well understood.
This suggests that a smaller mechanicalQ is needed to pro-
duce the same magnitude of response of the basilar mem-
brane. A second potential consequence is the possible modi-
fication of the form of Eq.~17!. Preliminary model results
suggest that the form of the results for 2D or 3D models may
be very similar to that found for 1D models. This result will
be explored in greater detail in a future publication. Because
of the great simplification of presentation allowed by its use,
the 1D model will be assumed in the formal development of
this paper.

III. MODELS OF REFLECTION

A. Nonlinear damping

Although nonlinear damping is not a form of basilar
membrane discontinuity, it has the same effect of transform-
ing an apical traveling wave into a ‘‘mixed state’’ of both
apical and basal traveling waves. There have been several
studies of approximate solutions of the nonlinear cochlear
model equations in the frequency domain~e.g., Kanis and de
Boer, 1994!. In these studies, the cochlear equations are typi-
cally solved in an iterative fashion to arrive at a self-
consistent solution for the pressure wave in the presence of
nonlinearity. In the present paper, as in Talmadgeet al.
~1998!, the effects of nonlinearity will be assumed to be
small enough to be treated in a perturbative manner.

In this section, only the case of a weak nonlinearity will
be considered. For this situation, the resulting pressure solu-
tions can still be decomposed using the basis functions ap-
propriate to the underlying linear model. For the sake of
simplicity, a Van der Pol type nonlinearity of the form~see
Talmadgeet al., 1998!,

gbm~x,j!5g0~x!1g2~x!j~x,t !2, ~19!

is assumed. However, the general character of our results
would be expected to hold for low-level excitation for other
more complex forms of nonlinear damping~for further dis-
cussion of this point, see Secs. II B and V E of this paper as
well as, e.g., van Hengelet al., 1996!.

If the complex representation of Eq.~B1! is used for real
quantities, and only thev frequency component is retained
for terms such asj2(x,t) j̇(x,t), it is easily verified that,

j2~x,t !j̇~x,t !> ivuj~x,v!u2j~x,v!1complex conjugate,
~20!

where terms involving 3v that arise from the presence of the
nonlinearity have been neglected. Then, the approximate fre-
quency domain expression for Eq.~19! is

gbm~x,j!5g0~x!1g2~x!uj2~x,v!u2. ~21!
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In analogy to Eqs.~B3! and ~B5!, the resulting dynamical
equation is given by

@v0~x!22v21 iv~g0~x!1g2~x!uj~x,v!u2!

1r fv0~x!e2 ic fv/v0~x!

1rsv0~x!e2 icsv/v0~x!] j~x,v!5
1

sbm
Pd~x,v!. ~22!

Finally, if g2(x)uj(x,v)u2 is sufficiently small, the effects of
nonlinearity can be assessed using the methodology of Ap-
pendix B 4. The change in the effectivek2(x,v) due to the
nonlinearity,dknl

2 (x,v), is given by

dknl
2 ~x,v!>

2 ig2~x!uj~x,v!u2k0
2v3

D2~x,v!
. ~23!

In order to assess the effect of the nonlinearity, this contri-
bution can be inserted into either Eq.~B45! for an initial
apical moving wave, or into Eq.~B48! for an initial basal
moving one.

Only the apical moving wave, which corresponds, for
example, to a cochlea driven at the base or in the ear canal,
will be considered here. From Eq.~B45!, the apical reflec-
tance is given by

Rnl~v!>2
i egk0

2v3ubr u2

W0~v!D2~0,v!bnl
2 ~v!

3E
0

`

dx8v0~x8!ux r~x8,v!u2x r
2~x8,v!, ~24!

where we use the notationRnl(v) to refer to the apical re-
flectance due to nonlinearity. Also, the nonlinear stiffness
has been rewritten asg2(x)5g0(x)/bnl

2 (v)5egv0(x)/
bnl

2 (v), where bnl(v) parameterizes the basilar membrane
displacement at which the nonlinearity becomes important,
and eg5g0(x)/v0(x). For an active cochlea,x r(x,v) is
sharply peaked about the maximum of the activity pattern, a
fact that can be used to approximately evaluate the above
integral. In particular, it is assumed thatx r(x,v) can be
approximately written as a product of a phase term and a
Gaussian,1

x r~x,v!'e22p iNl2 ip/2e2 i k̂@x2 x̂~v!#ux̂ r ue2@x2 x̂~v!#2/~2sx
2
!,

~25!

where k̂5Re@k(x̂(v),v)#, x̂ r5x r( x̂(v),v), and sx is the
full-width half-maximum of the activity pattern. In obtaining
Eq. ~25!, the WKB phase forc r(x,v) @i.e., Eq.~B39!# was
assumed, and it was further assumed that Re@k(x,v)# slowly
varies aboutx5 x̂(v). By construction,ux̂ r u is the ratio of
the peak amplitude of the activity pattern divided by the
value at its base.~Hence,ux̂ r u parametrizes how ‘‘tall’’ the
activity pattern is, andsx parametrizes how ‘‘broad’’ the
activity pattern is for a given cochlear model.! In practice,k̂,
x r , andsx are only weakly dependent on frequency for the
frequencies considered in this paper, and for most consider-
ations can be assumed constant. Substituting Eq.~25! into
~24! gives

Rnl~v!>2
i egk0

2v4ubr u2ux̂ r u4

W0~v!v0
4bnl

2 ~v!
e24p iNl2 ip

3E
0

`

dx8e2kv@x82 x̂~v!#e22i k̂@x82 x̂~v!#

3e22@x82 x̂~v!#2/~sx
2
!. ~26!

In obtaining Eq.~26!, it was further assumed that

v0~x!'v0e2kvx5v0e2kwx̂~v!e2kv@x2 x̂~v!#

5v̂e2kv@x2 x̂~v!#5ve2kv@x2 x̂~v!#, ~27!

where v̂5v by definition. Sincesx!Lbm, for x! x̂(v)
22sx , the lower limit of Eq.~26! can be replaced by nega-
tive infinity, which gives the new integral expression

Rnl~v!52
i egk0

2v4ubr u2ux̂ r u4

W0~v!v0
4bnl

2 ~v!
e24p iNl2 ip

3E
2`

1`

dye2kvye22i k̂ye~22y2!/~sx
2
! ~x! x̂22sx!,

~28!

where the change of variablesy5x82 x̂(v) has been made.
This integral can be explicitly evaluated to give

Rnl~v!>2
i egk0

2v4ubr x̂ r u2sxux̂ r u2

W0~v!v0
4bnl

2 ~v!
Ap

2

3e24p iNl2 ipe2~1/2!~ k̂22kv
2 /4!sx

2
ei ~1/2!k̂kvsx

2

~x! x̂22sx!. ~29!

Equation~29!, with appropriate definitions, can be written in
either of the forms,

Rnl~v!>
uar~v!u2

anl
2 ~v!

e2 iwnl~v!

5
uPdr~v!u2

Pnl
2 ~v!

e2 iwnl~v! ~x! x̂22sx!, ~30!

wnl~v!>4pNl1
3p

2
2

1

2
k̂kvsx

2, ~31!

where anl(v) and Pnl(v) are themselves functions of the
various parameters of the model. The final form of the result
given in Eq.~30! could easily have been guessed, given the
cubic nature of the nonlinearity that was assumed. However,
the ‘‘full version’’ of the solution given in Eq.~29! allows
effects such as systematic variations ink̂, ux̂ r u or sx along
the basilar membrane to be explored. This full solution also
provides an explicit dependence ofwnl(v) on the various
cochlear parameters.

Several points should be noted in Eq.~29!. First, the
quantityu ĵu5ubr x̂ r u measures the maximum displacement of
the basilar membrane for a apical moving traveling wave of
amplitude ar(v). Hence, the amount of reflectance from
nonlinearity depends on the square of the maximum basilar
membrane displacement. Second, the termsxux̂ r u2 measures
the ‘‘equivalent rectangular window power’’ of the basilar
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membrane activity pattern near its peak, and is a sensitive
function of the particular cochlear model. Since the quantity
sxux̂ r u2 is expected to be smaller near the apex as well as in
cochlear models with less tall and broad activity patterns, the
predicted nonlinearity-induced reflectance is also expected to
be smaller for these cases. Finally, it should be noted that the
phase of the nonlinear apical reflectanceRnl(v) is nearly
independent of frequency over the range of the basilar mem-
brane for which the cochlear parameters are nearly scale in-
variant. This latter feature is a general characteristic of any
reflectance originating from ‘‘wave-fixed’’ phenomena, such
as nonlinearity~e.g., Strube, 1989; Zweig and Shera, 1995;
Shera and Guinan, 1999!.

The behavior of the magnitude and phase ofRnl(v) is
shown in Fig. 2 for a wide range of frequencies. The reflec-
tance was computed by maintaining a constant stimulus level
of 20 dB SPL, withanl(v)51026 dyne cm22. Unlike the
reflectance for a pointlike discontinuity, both the magnitude
and phase of the reflectance are slowly varying. As is ex-
pected from Eq.~29!, the dominant variation in both the
magnitude and phase of the nonlinear reflectance arises from
the scale-invariance violating elements of the cochlear model
~for example, finiteLbm, effects of the middle-outer ear, and
variation of theQ of the traveling wave with frequency!.

B. Distributed discontinuities

Since this model of reflectance has been extensively
studied elsewhere~e.g., Shera and Zweig, 1993; Zweig and
Shera, 1995; Talmadgeet al., 1997, 1998!, only the main
results for this case will be summarized here. As in Tal-
madgeet al. ~1998!, the distributed inhomogeneities are as-
sumed to be of the form,

ṽ0~x!5v0~x!@11r 0~x! r̃ ~x!#, ~32!

where, as in that publication, the tilde in a quantityÃ(x)
signifies that this quantity contains inhomogeneities. Here
r̃ (x) is a function that gives a pseudorandom Gaussian num-

ber with a variance of unity. The magnitude of the roughness
is parametrized byr 0(x), with 0<r 0(x)!1 for all x. The
source contribution tok2(x,v) is then

dkrough
2 ~x,v!52

2k0
2v2v0

2~x!r 0~x! r̃ ~x!

Dsm
2 ~x,v!

. ~33!

Following the same assumption outlined in Appendix B 6,
and the use of Eq.~25!, the apical reflectance is given by

Rrough~v!>2
2Apr 0k0

2v4sxux̂ r u2

W0~v!v0
4

3e24p iNl2 ipekv
2 sx

2
e2i k̂ x̂~v!

3 r̃ f~ x̂~v!1kvsx
2!,v) ~x! x̂22sx!,

~34!

whereRrough(v) is the apical reflectance due to roughness,
and wherer̃ f(x) is the basilar membrane roughness which
has been filtered around the spatial frequency region centered
at twice the spatial wave number (2k̂). The presence of the
r̃ f(x) term results in a slow fluctuation in the magnitude and
phase ofRa(v) with v in the manner of narrow-band filtered
noise. As with nonlinear reflectance, Eq.~34! can be written
in a simpler looking form,

Rrough~v!>uRrough~v!ue2 iwrough~v! ~x! x̂22sx!, ~35!

w rough~v!>22k̂x̂~v!1arg@Rrough~v!#1w0a ~36!

>~2k̂/kv!log~v/v0!1arg@Rrough~v!#1w0a , ~37!

wherew0a is a constant. An alternative form of this deriva-
tion is given by Zweig and Shera~1995!, which also includes
a more precise analysis in which an asymptotic expansion of
the integral is obtained using saddle-point integration.

The reflectance due to roughness in a linear model is
shown in Figs. 3~a! and ~b! for a limited range of frequen-
cies. The two models shown are that of the model of Tal-
madgeet al. ~1998! in Fig. 3~a!, and a version of that model
with modified parameter values in Fig. 3~b!. ~These models
will hereafter be referred to as Models A and B.! The modi-
fied parameters arer f50.14, m f50.21, rs50.13, ms

51.76,g057000 s21, andg15100 s21. The roughnesses in
the two cases are 0.02% for Model A and 1% for Model B.

As discussed above, the variation in the magnitude of
Rrough(v) and the departure of the phase ofRrough(v) from
log(v/v0) are the results of the spatial filtering of the co-
chlear wave~e.g., Zweig and Shera, 1995; Talmadgeet al.,
1998!, which results in a behavior ofRrough(v) similar to
that of band-pass filtered noise. The differences in results for
these two models can be understood in terms of the differ-
ences in the height and shape ofux r(x,v)u near its maximum
value, as well as in the different values fork̂. For Model A:

ux̂ r~1250 Hz!u584 dB, sx50.44 cm, k̂5143 cm21,
~38!

and for Model B:

ux̂ r~1250 Hz!u565 dB, sx50.85 cm, k̂586 cm21.
~39!

The increased sensitivity of Model A to small scale discon-
tinuities can be understood from the fact that the product

FIG. 2. Nonlinear apical cochlear reflectanceRa(v)5Rnl(v) magnitude
~solid line! and phase~dashed line! from Eq. ~29! for a 20-dB swept tone.
The results are for the cochlear model of Talmadgeet al. ~1998!, which
contains BM nonlinear damping of the form given by Eq.~19! of the text.
The apical reflectance quantifies the fraction of an initial apical traveling
pressure wave which is basally reflected. Note that the frequency range
used, 100–10 000 Hz, is greatly expanded compared to that used for most of
the following plots.Rnl(v) is characterized by a very slow variation of its
phase in comparison to that of the apical reflectanceRrough(v) due to rough-
ness~compare to Fig. 3!.
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sxux̂ r
2u which appears in Eq.~34! is approximately 40 times

larger than that in Model B. The increased variability ofuRau
in Fig. 3~a! can be related to the smaller value ofsx for
Model A, and the larger slope forw rough(v) is due to the
larger value ofk̂, since the slope ofw rough(v) is just 2k̂/kv .

C. Combined nonlinearity and distributed
discontinuities

The real basilar membrane very likely contains both
nonlinearities as well as distributed discontinuities. For this
reason, it is useful to study the combined effect of both of
these sources of reflection. Under the assumption that both
effects are calculated to first order in perturbation theory, the
resulting source contribution tok2(x,v) is then simply given
by

dknl1rough
2 ~x,v!5dknl

2 ~x,v!1dkrough
2 ~x,v!, ~40!

and the resulting apical reflectance of an initial apical mov-
ing wave of amplitudear(v) is given by

Rnl1rough~v!5Rnl~v!1Rrough~v!

5uRnl~v!ue2 iwnl~v!

1uRrough~v!ue2 iwrough~v!. ~41!

Additional insight is provided by studying the level and
phase ofRnl1rough(v):

uRnl1rough~v!u2

5uRnl~v!u21uRrough~v!u212uRnl~v!uuRrough~v!u

3cos@wnl~v!2wrough~v!#, ~42!

uRnl1rough~v!usinwnl1rough~v!

5uRnl~v!usinwnl~v!1uRrough~v!usinw rough~v!, ~43!

uRnl1rough~v!ucoswnl1rough~v!

5uRnl~v!ucoswnl~v!1uRrough~v!ucosw rough~v!, ~44!

where wnl1rough(v)[2arg@Rnl1rough(v)#. When uRnl(v)u
!uRrough(v)u or when uRnl(v)u@uRrough(v)u, these equa-
tions reduce to their expected limits: namely, at low excita-
tion levels, the reflectance will resemble reflectance due
purely to roughness and, at high levels, reflectance due
purely to nonlinearity. When the magnitudes of the two com-
ponents of reflectance are comparable, however, these results
indicate that the reflectance will exhibit interference between
these two components. The frequency spacing of this reflec-
tance fine structure will be principally associated with the
variation of w rough(v), because of its more rapid phase be-
havior.

These observations are borne out in the simulation re-
sults shown in Fig. 4 for the magnitude and phase of the
apical reflectanceRa5Rnl1Rrough. Note that the phase
variation of Ra is much more rapid for low-level stimuli,
which is consistent with the dominance ofRrough, as the
phase variation ofRrough is much more rapid thanRnl . At
higher levels of stimulation, the phase variation ofRa de-
creases dramatically, which is consistent with a dominance
of Rnl .

IV. SINGLE TONE STIMULATION AND SFOAES

In this section, the cochlear response to a single tone
stimulation and the resulting SFOAEs is considered for the
models studied in Sec. III. By considering the response of
the cochlea to a single tone, the phenomenology of the
sources of reflection considered in the previous section can
be illustrated. By comparing the results of these simulations
to experimental observations, important conclusions can be
drawn as to the nature of the underlying physical source of
reflection, as was originally done for SFOAEs by Shera and
Zweig ~1993! ~see also Zweig and Shera, 1995!.

A. SFOAE fine structure equation

As derived in Talmadgeet al. ~1998!, the car canal pres-
sure due to a stimulation of levelPdr and frequencyv is

Pe~v!5FTdr~v!2Gme~v!Tpd~v!

3
kr~0,v!kow~v!

kr~0,v!1kow~v!

11Ra~v!Rs~v!

12Ra~v!Rb~v! GPdr~v!,

~45!

where

FIG. 3. Apical cochlear reflectanceRa(v)5Rrough(v) for distributed dis-
continuities~roughness! in stiffness evaluated using the cochlear model of
Talmadgeet al. ~1998!. Results are shown for two different choices of
model parameters, as discussed in Sec. III B. Model A and B results are
given in the upper~a! and lower ~b! panels, respectively. Note that the
frequency range~1000–1500 Hz! is very narrow compared to that used for
nonlinear reflectance~see Fig. 2!. The rapid phase variation ofRrough(v) is
mainly responsible for the typical SFOAE fine structure that is observed
experimentally.
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Rs~v!5
c l8~0,v!

c r8~0,v!
. ~46!

Equation ~45! was derived under the assumption that the
reflectance represented a linear phenomenon~such as coher-
ent reflection from distributed roughness!, and will in general
not be correct when dealing with nonlinear phenomena.
However, the expansion of Eq.~45! in powers ofRa(v) is
valid through first order inRa(v).

Some insight into the structure of Eq.~45! can be ob-
tained by studying the frequency dependence ofRs(v).
From Fig. 5, it is apparent thatuRs(v)u>1 and arguRs(v)]
is slowly varying. For the active cochlear model used in this
paper, the total phase change betweenf 5500 Hz and f
51500 Hz is about240°, and between 1500 Hz and 10 000
Hz, a phase change of less than220° is observed.

Although the expressions for the reflectance from the
various models could, in principle, be inserted directly into
Eq. ~45!, further insight is obtained by focusing on the con-
tribution to this equation that gives rise to cochlear fine
structure, namely

Fsfoae~v!5
11Ra~v!Rs~v!

12Ra~v!Rb~v!
. ~47!

The coefficient of this term in Eq.~45! describes the effects
of the forward and reverse signal transmission through the
middle ear and ear canal, while the other term@Tdr(v)# rep-
resents the effect of the ear canal. In general, neither of these
effects will give rise to rapid phase or amplitude changes in
Pe(v), and this is the basis for focusing attention only on
Fsfoae(v). Equation~47! can be further simplified by assum-
ing that Rs(v)>eiws(v) @where ws(v)[arg@Rs(v)# is the
phase ofRs(v)#, uRa(v)u!1, anduRb(v)u!1, which gives

Lsfoae[ loguFsfoae~v!u>uRa~v!ucos@wa~v!1ws~v!#,
~48!

wsfoae[arg@Fsfoae~v!#>uRa~v!usin@wa~v!1ws~v!#,
~49!

wherewa(v)[arg@Ra(v)# and log(x) is the natural logarithm
of x.

B. Model SFOAEs

1. SFOAEs for nonlinear reflectance

The SFOAE fine structure function for the smooth, non-
linear basilar membrane model described in Sec. III A is ob-
tained by combining theRa(v) given by Eq. ~29! ~and
shown in Fig. 2! with Eq. ~48!. The result, as displayed in
Fig. 6, indicates that some fine structure may be expected at

FIG. 4. Apical cochlear reflectanceRa(v)5Rnl1rough(v) for the cochlear
model of Talmadgeet al. ~1998! that contain nonlinear damping and rough-
ness, as discussed in Sec. III C. The magnitude and phase of the reflectance
are shown as functions of the stimulus level. At high stimulation levels, the
reflectance is dominated by nonlinearity and its amplitude and phase vary
slowly with frequency. At low stimulation levels, it is dominated by rough-
ness and has a characteristically rapid phase variation. At levels for which
roughness and nonlinear effects are comparable, there may be strong inter-
ference, as is indicated by the behaviors for a primary level of 35 dB SPL.

FIG. 5. Magnitude~sold line! and phase~dash line! of the ratio of the
derivatives of cochlear basis functions,Rs(v)5c l8(0,v)/c r8(0,v), evalu-
ated at the base. As expected, the magnitude ofRs(v) varies only slightly
with frequency, and for frequencies above 1500 Hz, arg@Rs(v)#>2160°.

FIG. 6. Fine structure functionLsfoae@defined by Eqs.~48! and~49!# for the
nonlinear basilar membrane described in Sec. III A for a 20-dB swept tone.
As for the plot of nonlinear reflectance shown in Fig. 2, note the greatly
expanded frequency scale~100–10 000 Hz!. The fine structure for frequen-
cies below 1000 Hz arise from scale-invariance violations as discussed in
Sec. IV B 1.
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lower frequenciesf ,1000 Hz in this model. It should be
emphasized that this fine structure arises from scale-
invariance violations. For SFOAE fine structure resulting
from nonlinearity, the most important of these is the varia-
tion in theQ of the basilar membrane traveling wave enve-
lope.

The variation ofQ built into the cochlear model was
based on estimates ofQ ranging from 5 at the apex to 15 at
the base~see Talmadgeet al., 1998!. This variation is gen-
erated in the model by the differing scale-invariance viola-
tions of v0(x) andg0(x). As a consequence of these viola-
tions,Nl , k̂, andsx all vary with frequency. Since these are
the parameters that directly appear in Eq.~31!, a variation in
any of these parameters will result in a corresponding varia-
tion in wnl(v).

This assertion can be tested by estimating the functions
Nl(v), k̂(v), and sx(v) using numerical solutions to the
cochlear model of Appendix B, and then substituting these
functions into Eq.~31!. The result of this calculation is
shown in Fig. 7, in which comparable variations in the
wnl(v) obtained directly from the simulation~solid line! and
from Eq. ~31! are observed. Note that some discrepancy is
expected due to the approximations made in obtaining the
closed-formed results, such as those given in Eqs.~25! and
~27!. Even with the application of these approximations, Eq.
~31! is expected to be qualitatively similar to the direct simu-
lation result, and this is what is found. The maximum devia-
tion between the two curves is less than 80° degrees, com-
pared to a total variation of 1300° inwnl(v). It should be
cautioned that the precise variation ofQ with frequency is
not well-measured experimentally, and consequently the fine
structure pattern observed in this model is not expected to
closely correspond to that observed in real human cochleas
for the case of a smooth nonlinear basilar membrane.

Finally, it should be noted that the large scale-invariance
violations found in this model at low frequenciesv&1000
Hz give a significant variation inLsfoae(v) at these lower
frequencies. Thus for cochleae with smooth nonlinear basilar
membranes, physically measurable cochlear fine structure
can still be present at low frequencies.

2. SFOAEs for reflectance due to roughness

The SFOAE fine structures for the models with distrib-
uted discontinuities described in Sec. III B are shown in Figs.
8~a! and~b!. These results were obtained by combining Eqs.
~34! and ~48!. Note that the frequency spacing in Fig. 8~a!
~corresponding to Model A of Sec. III B! between adjacent
fine structure maxima is narrow compared to that found for
human SFOAEs~Zwicker and Peisl, 1990!. The difference in
these results can be understood by noting that the relative
frequency spacing between adjacent maxima located at an-
gular frequenciesv andv1Dv is given by the condition

wsfoae~v1Dv!2wsfoae~v!>wrough~v1Dv!2wrough~v!52p,
~50!

where the much smaller variation inws(v) has been ne-
glected. Using Eq.~37! gives

2k̂

kv
logS v1Dv

v D>2p. ~51!

Under the assumption thatDv/v!1, this reduces to

v

Dv
5

f

D f
>

k̂

pkv
, ~52!

where f 5v/2p as usual, andD f 5Dv/2p is the spacing
between adjacent fine structure maxima.~For previous deri-
vations of this result in a slightly different form, see Zweig
and Shera, 1995 and Talmadgeet al., 1998.! Comparing the

FIG. 7. Comparison of the simulation result for the phasewnl(v) of the
apical reflectanceRa(v) from nonlinearity with that obtained by computing
Nl(v), k̂(v), andsx(v) and substituting these values into the approximate
expression given by Eq.~31!.

FIG. 8. Fine structure functionLsfoae for distributed discontinuities as de-
scribed in Sec. II B. Plotted in~a! and~b! are the predictions for Models A
and B ~which are described in Sec. III B!, respectively. As is discussed in
Sec. IV B 2, the fine structure spacing for Model A is much smaller than in
typical humans because of an unrealistically large wave number in the ac-
tivity peak region.
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simulation result to the prediction from Eq.~52! gives for
Model A

f

D fU
simulation

'S 1030 Hz11475 Hz

2 D
3S 1475 Hz21030 Hz

12 maxima D 21

>33.8, ~53!

f

D fU
prediction

'
p•1.382 cm21

143 cm21 >32.9. ~54!

The value ofk̂@1250 Hz#5143 cm21 quoted in Eq.~38! was
obtained from the full simulation results. This value should
be compared to the value ofk>75 cm21 ~e.g., Talmadge
et al., 1998! suggested by experiment; a similar value can be
inferred from Zweig and Shera~1995!. Thus the deviation
between the model and observation can be understood as a
consequence of a value ofk̂ in Model A which is too large.2

3. SFOAEs for reflectance due to combined
nonlinearity and roughness

The final case that will be considered is combined non-
linearity and distributed discontinuities, for which the fine
structure equation is given by

Fsfoae~v!unl1rough>11uRnl~v!ue2 i @wnl~v!1ws~v!#

1uRrough~v!ue2 i @wrough~v!1ws~v!#,

~55!

where the assumed forms ofRnl(v) andRrough(v) are those
given by Eq.~41! and the text that follows it.

To illustrate the phenomenology that arises when rough-
ness is combined with nonlinearity, the magnitude of the
reflectance due to roughness,uRrough(v)u, will be assumed
small, so that higher order terms inuRrough(v)u can be ne-
glected. However, the relative magnitude ofRnl(v) will be
allowed to be large compared toRrough(v) in order to illus-
trate the influence of level on the fine structure due to the
combined effects of nonlinearity and roughness. The analysis
proceeds by first evaluatinguFsfoae(v)u and then expanding
in terms of small quantities~for clarity, the dependence onv
is temporarily suppressed!:

uFsfoaeu2511uRnlu21uRroughu212uRnlucos~wnl1ws!

12uRroughucos~w rough1ws!

12uRnluuRroughucos~w rough2wnl!. ~56!

Defining the quantity,

Anl~v![u11Rnl~v!e2 iws~v!u

5A11uRnl~v!u212uRnl~v!ucos@wnl~v!1ws~v!#,

~57!

and using this definition in Eq.~56! gives

uFsfoae~v!u2'Anl
2 ~v!

12uRrough~v!uAnl~v!cos@w rough~v!

1ws~v!2w̄nl~v!#, ~58!

Anl~v!sinw̄nl~v!5uRnl~v!usin@wnl~v!1ws~v!#, ~59!

Anl~v!cosw̄nl~v!511uRnl~v!ucos@wnl~v!1ws~v!#,
~60!

where quantities of orderuRrough(v)u2 have been neglected.
Finally, assuming thatuRrough(v)u!Anl(v), applying the
definition of Lsfoae(v) given by Eq. ~48!, and expanding
gives

Lsfoae~v!> logAnl~v!1
uRrough~v!u

Anl~v!

3cos@w rough~v!1ws~v!2w̄nl~v!#. ~61!

SinceAnl(v), wnl(v), andws(v) are expected to vary
slowly compared tow rough(v), the first term in Eq.~61! sim-
ply produces a vertical shift inLsfoae(v). The origin of the
second term can be understood by noticing that the first two
terms in Eq.~55! are slowly varying in phase compared to
the Rrough(v) term. Thus the effect of the nonlinearity to
lowest order is to modify the ratio of the rapidly varying
phase term to the slowly varying phase term. Increasing this
ratio, for example, increases the amplitude of the fine struc-
ture.

The variation ofAnl
21(v) with uRnl(v)u is illustrated in

Fig. 9~a! for several choices ofwnl1ws . For 0°<wnl(v)
1ws(v)<90° @corresponding to cos@wnl(v)1ws(v)#>0#,
Anl

21(v) is monotonically decreasing withuRnl(v)u. Conse-
quently, the fine structure amplitude is expected to increase
with increasinguRnl(v)u, and thus with increasing stimulus
level uPdru. If, on the other hand, for 90°,wnl(v)1ws(v)

FIG. 9. Variation of the functions~a! Anl
21(v) @Eq. ~57!# and ~b! w̄nl(v)

@Eqs.~59! and ~60!# for various choices ofwnl(v). These functions govern
the effect of nonlinearity upon the SFOAE fine structure. See the text for
details.
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<180° @corresponding to cos@wnl(v)1ws(v)#,0#, Anl
21(v)

initially increases withuRnl(v)u until it reaches a maximum,
and then decreases for larger values ofuRnl(v)u. For wnl

1ws5180° anduRnl(v)u→1, Anl
21(v)→`, and the assump-

tions used to obtain Eq.~61! are formally violated, as are the
assumptions used to obtain an approximate expression for
Rnl(v) in Eq. ~29!.

Although the first-order perturbation calculation for
Rnl(v) is unlikely to be correct foruRnl(v)u.1, it is instruc-
tive to compare the SFOAE fine structure predictions of this
first-order theory to the reflectance computed using a time-
domain model, for which the full order of nonlinearity is
implicitly retained. The difference between the first-order
theory and the ‘‘full solution’’ will thus indicate the relative
importance of the higher-order corrections toRnl(v). It is
found that the chief distinction between the first-order theory
and the full solution is that uRnl(v)u→0 for
uPdr(v)u/Pnl(v)→`, where Pnl(v) is given by Eq.~30!;
however, the phase is only weakly affected by values of
uPdr(v)u@Pnl(v).

The frequency shift of the fine structure pattern with
primary level uPdr(v)u is governed byw̄nl(v). This can be
demonstrated by implicitly defining the frequency shift due
to nonlinearity,Dvnl(v), in terms of the equation,

w̄nl~v!5
2k̂

kv
logF12

Dvnl~v!

v G , ~62!

and then combining Eq.~62! with Eq. ~37!,

w rough~v!2w̄nl~v!5
2k̂

kv
logFv2Dvnl~v!

v0
G1w0a . ~63!

From Eqs.~62! and~63!, it can be seen that a positive~nega-
tive! value ofw̄nl(v) gives rise to a shift in the fine structure
maximum and minima to higher~lower! frequencies. For
uRnl(v)u,1, the sign of w̄nl(v) will be the same as
sin@wnl(v)1ws(v)#. The variation ofw̄nl(v) with uRnl(v)u
is illustrated in Fig. 9~b! for several~positive valued! choices
of wnl(v)1ws(v).

Representative behaviors of the SFOAE level fine struc-
ture are shown in Figs. 10~a! and~b! for various levels of the
driving pressureuPdr(v)u. These simulated results were ob-
tained by computing separatelyRnl(v), Rrough(v), and
Rs(v), and then using these values in Eq.~55!.

Notice in Fig. 10~a! that the fine structure amplitude
becomes progressively smaller and the fine structure mean
level shifts to a higher value with increaseduPdr(v)u. This
behavior is consistent with a monotonic increase inAnl(v).
In this frequency range, cos@wnl(v)1ws(v)# varies from
0.911 to 0.985, a behavior consistent with the theory outlined
above. Note also that the fine structure pattern shifts to
higher frequency with increaseduPdr(v)u. This shift is con-
sistent with the values of sin@wnl(v)1ws(v)#, which range
from 0.173 to 0.412.

In Fig. 10~b!, the fine structure amplitude initially be-
comes enhanced and is accompanied by a decreasing mean
value of the fine structure level with increasinguPdr(v)u. At
higher levels@e.g., uPdr(v)u545 dB], the fine structure am-
plitude again decreases as implied by the approximate

theory. For comparison, cos@wnl1ws# varies from 0.011 at
4150 Hz to20.218 at 4350 Hz, which is again consistent
with the theory given above. Finally, the fine structure pat-
tern again shifts to higher frequency with increaseduPdr(v)u.
This behavior is consistent with the values of sin@wnl(v)
1ws(v)#, which range from 0.976 to 1.00.

It should be noted that these figures exhibit a trend of
decreased~increased! mean level of the fine structure accom-
panied by an enhanced~diminished! fine structure amplitude.
This trend is a general property of SFOAEs which results
from combined nonlinearity and roughness, as predicted by
Eq. ~61!. On the other hand, the shift of the fine structure
pattern to higher frequencies with increased primary levels
should not be regarded as a general property of SFOAEs, but
rather a consequence of the frequency ranges chosen for
these simulations.

Finally, the general trends expected in the fine structure
amplitude and the corresponding frequency shifts are sum-
marized in Fig. 11. This figure shows the effects of the level
of the tone and the relative phase,wnl(v)1ws(v), on the
fine structure. The arrow in this figure shows the direction of
increasing phase. Note from Fig. 2 that the nonlinear phase
decreases with frequency until it reaches approximately 2000
Hz, where it starts to increase with frequency. This means
that the shift in behavior with increasing stimulus frequency
below this break-point frequency corresponds to a clockwise
rotation on the circle. Above the break-point frequency, the
shift will correspond to a counterclockwise behavior.

FIG. 10. Fine structure functionLsfoaeobtained from combined nonlinearity
and roughness using Model A of Sec. III C, shown as a function of level for
two separate frequency regions, which have been chosen to illustrate some
of the effects of nonlinearity on SFOAE fine structure.
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V. DISCUSSION

Additional details are given in this section regarding ex-
tensions to the formalism outlined in this paper. Unless spe-
cifically stated otherwise, the discussion in this section is
based on the assumption of a combination of nonlinear re-
flection and coherent linear reflection.

A. Effect of nonlinearity on Rrough

The effects of combined nonlinearity and roughness
were considered in Secs. III C and IV B 3. In these sections,
however, the direct effects of nonlinearity on the value of
Rrough were ignored. These direct effects occur as a result of
the reduced height,ux̂ r(v)u, and increased width,sx , of the
basilar membrane traveling wave, as is illustrated in Fig. 12.
In this figure, the basilar membrane amplitude~normalized to
its response at the base! and phase are plotted as functions of
stimulus level. Only the basilar membrane level is signifi-
cantly affected by the nonlinearity. This result is due to the
assumption that the nonlinearity occurs only in the basilar
membrane damping function@see Eq.~19!#. The lack of in-
fluence of the nonlinearity on the phase also means that the
local wave number will be relatively insensitive to the level
of the stimulus, sincek(x,v)52]w(x,v)/]v. Another sig-
nificant effect of the nonlinearity is a basal shift of the peak
of the activity pattern with increased level of stimulation.

It was demonstrated in Sec. III B that using two different
sets of parameters for the cochlear model~the so-called
Models A and B! gives a dramatic effect on the apical re-
flectance due to roughness. In a similar manner, increasing
the stimulus level will systematically reduce the magnitude
of the reflectance. This is due to the broadening of the activ-

ity pattern and decreased relative BM response for high level
stimuli. The peak of the activity pattern also shifts to a
slightly more basal region of the cochlea, and therefore
‘‘samples’’ a slightly different region of the roughness. A
lower frequency tone will then be needed to sample a region
of the basilar membrane that, at lower stimulus levels, gives
fine structure effects at higher frequencies. Thus the fine
structure pattern will shift to lower frequencies. However,
this description was made by neglecting the reflection due to
nonlinearity, and therefore is an incomplete description at
best.

When the direct effects of nonlinear saturation of the
activity pattern on the reflectance due to roughness are com-
bined with the apical reflectance induced by nonlinearity, the
results are slightly modified from those given in Sec. IV B 3.
If uRrough(v)u is sufficiently large, then at moderate levels of
stimulation the initial effects of the nonlinearity on the fine
structure will be a slight reduction in the mean level and a
shift of the fine structure pattern to lower frequency. In co-
chleae with little roughness, it is also expected that nonlinear
reflectance will be observable at lower stimulus levels. This
is due to the fact that the apical reflectance due to roughness
Rrough will be smaller in magnitude, so that a lower stimula-
tion level is needed to produce a comparable magnitude for
the nonlinear reflectancePnl . In addition, the effects of the
nonlinearity will be compressed into a narrow range of levels
in a cochlea with little fine structure compared to that for

FIG. 11. Illustration of the effects of combined nonlinearity and roughness
on the fine structure functionLsfoae. This figure relates the phasewnl1ws to
the effect of stimulus on SFOAE fine structure. Shown are the effects of a
low-level ~black line! and a high-level~gray line! tone on the SFOAE fine
structure for the four quadrants of the phasewnl1ws . The variation in the
effects of stimulus level on SFOAE fine structure with stimulus frequency
can be understood by consideration of the effects of frequency onwnl1ws

~see Figs. 2 and 5, respectively!. In this model, below approximately 2000
Hz, wnl1ws decreaseswith increasing stimulus frequency, corresponding to
a clockwise rotation of phase in the figure. Above 2000 Hz, this phase
increaseswith stimulus frequency, corresponding to a counterclockwise ro-
tation of phase in the figure. FIG. 12. Effect of the stimulus level on the basilar membrane activity pat-

tern ~a! amplitude and~b! phase for a nonlinear cochlear model. The basilar
membrane response is plotted relative to its value at the base. Note that the
primary effect of the nonlinearity is on the activity pattern level~a result of
the assumption that the nonlinearity is rooted in the basilar membrane damp-
ing function!.
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cochleae with larger fine structure. This is a consequence of
the saturation of the nonlinear effects for higher level stimuli
~the growth of nonlinear effects occurs more slowly for high
stimuli levels compared to lower ones!.

B. Relationship of Fsfoae „v… to experimentally
measured quantities

Several procedures have been proposed for estimating
values ofFsfoae(v) @Eq. ~47!#, or a simple expression involv-
ing Fsfoae(v), from experimental measurements. One proto-
col, originally proposed by Kemp and Chum~1980!, is based
on the assumptions that at sufficiently high stimulation lev-
els, Ra(v)→0 as a consequence of the compressive nature
of the cochlear nonlinearity, and that

G~v!5Gme~v!Tpd~v!
kr~0,v!kow~v!

kr~0,v!1kow~v!
~64!

is independent of stimulus level. Then the difference be-
tweenPe(v) and Pe(v)uscaled ~which is the ear canal pres-
sure at a high level of stimulation scaled to the low stimula-
tion level! is

Pe~v!2Pe~v!uscaled52G~v!@Fsfoae~v!21#Pdr~v!

>2G~v!Ra~v!Rs~v!Pdr~v!,

~65!

where it is assumed thatuRb(v)u!1. If this quantity is fur-
ther divided by the scaledPe(v) for high level stimulation,
this results in

Pe~v!2Pe~v!uscaled

Pe~v!uscaled
5

G~v!

G~v!21
@Fsfoae~v!21#

>2
G~v!

G~v!21
Ra~v!Rs~v!. ~66!

A major problem with this and other variants of this ap-
proach, in addition to the necessity of having to indepen-
dently obtain an estimate ofG~v!, is that it is difficult to
determine how high the stimulation level must be in order
for Ra(v)→0. The nonappearance of fine structure is not a
sufficient criterion since, except at very low frequencies,
Ra(v) from nonlinearity does not give fine structure that
varies rapidly with frequency.

An alternative approach is to fit the SFOAE measure-
ments ofPe(v) with a low order polynomial for each level
of stimulation and subtract this best-fit background contribu-
tion. Because of the slow variation inFsfoae(v) arising from
the nonlinear reflection contribution, this procedure will re-
move most of this contribution and leave a ‘‘linearized’’ re-
sidual.

A third approach is to normalizePe(v) to the calibrated
pressurePdr(v). This has many of the advantages of the first
method described above, but does not subtract off the addi-
tive component due to nonlinear reflection@i.e., the first term
in Eq. ~61!#. The trade-off is a slightly more complex rela-
tionship between the fine structure and the underlying me-
chanics, which is offset by the preservation of the important
qualitative features of the SFOAE due both to nonlinearity
and roughness.

A promising new technique for estimatingFsfoae(v) has
been proposed by Dreisbachet al. ~1998, 1999!, in which
Pe(v) is measured at the same level of stimulation with and
without a suppressor close in frequency tov. The measure-
ment in the presence of the suppressor tone is assumed to
correspond toRa(v)50 as a consequence of the assumption
that the suppressor reducesux̂ r(v)u enough so thatRa(v)
becomes negligible.

C. Modulation of zRa„v…z

A surprising phenomenological result of the analysis of
Sec. III C is that the introduction of nonlinearity to the linear
coherent reflection process is an apparent modulation of
Ra(v). For the case of purely linear coherent reflection,
uRa(v)u is expected to vary slowly with frequency, as de-
scribed in Sec. III B. In this picture, fine structure in OAEs is
the result of the interference of a component with a phase
that varies slowly with the frequency and a component due
to coherent linear reflection which has a phase that varies
rapidly with frequency. However, as shown by Fig. 4, intro-
ducing nonlinearity results in an amplitudeuRa(v)u which
itself has a fine structure due to the interference of the
Rnl(v) andRrough(v) components of reflection. This result is
of particular interest for pulses of very short duration, for
which there may be no components with slowly varying
phases.

D. Physical scale of roughness

The 1D cochlear model with embedded roughness is un-
able toa priori predict the exact pattern~if any! of sponta-
neous otoacoustic emissions~SOAEs! which will be pro-
duced. However, a qualitative estimate of the magnituder 0

of the roughness needed to produce SOAEs can be obtained
using the criterion that the magnitude of the apical reflec-
tanceuRau.1. @See Talmadge and Tubis~1993a! and Sec. IV
of Talmadgeet al. ~1998! for detailed discussions of the cri-
teria necessary for the generation of SOAEs.#

Using the 1D model results, it is possible to estimate the
magnitude of roughnessr 0 needed to generate SOAEs using,
e.g., Eq. ~34!. Using the WKB solution to estimate the
Wronskian,W0(v)>22ik(0,v), assuming an activity pat-
tern maximum width sx'0.1 cm, a basilar membrane
‘‘gain’’ of ux̂u'103, and a SOAE frequency'2000 Hz
gives

r 0'0.02%3S f

2000 HzD
3

3S sx

0.1 cmD3S ux̂ r u
103 D 2

. ~67!

Since the values forf, sx and ux̂ r u represent nominal values
for those quantities, the valuer 0'0.02% for the appearance
of SOAEs in a given model is a reasonable estimate. Since
r f(v) is a pseudorandom quantity and can vary in magnitude
from 0.01 to a value of order 1, this low level of roughness is
not expected to produce a large family of SOAEs, but rather
a few weaker SOAEs~plus their associated distortion prod-
uct SOAEs!.

This qualitative prediction is consistent with modeling
results using the time-domain implementation of the 1D co-
chlear model described in Appendix B. Of course, the results
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vary somewhat depending on the exact values ofsx andux̂ r u
produced by a given model. A detailed comparison of the
model simulation results versus predicted performance, how-
ever, is outside of the scope of this paper, nor given the
limitations of the 1D model outlined in Sec. II, is such a
detailed comparison particularly meaningful.

E. Dependence of the results on the form of the
nonlinearity

As was discussed in Sec. II B, justification for the par-
ticularly simple form of the nonlinearity is based both on
experimental and theoretical observations, and it is further
assumed that the level of BM excitation is small enough so
that the Taylor series expansion of Eq.~3! can be justified. It
is expected that this simple damping function should hold
approximately at low-to-moderate stimulation levels (Ldr

[uPdru&50 dB SPL) where an interference between the re-
flectance due to nonlinearityRnl and Rrough is expected. At
higher stimulation levels, the validity of Eq.~3! is highly
suspect, and for these levels the variation ofRnl with Ldr may
vary radically from that described using the simple cubic
damping function of this paper.

F. Relative magnitudes of reflectance due to
roughness and nonlinearity

It was shown in Sec. IV that, under certain circum-
stances, the effects of nonlinear reflectance can significantly
modify and even dominate the generated fine structure of
SFOAEs. In order to assess how general this result is, it is
necessary to first discuss the link between phenomenology
and model parameters. In practice, the scale of basilar mem-
brane roughness is set by the amplitude of SFOAE or
DPOAE fine structure of otoacoustic emissions generated by
low-level stimulation.

The BM nonlinear saturation scalebnl is defined as the
level at which the nonlinear component of damping is ap-
proximately equal to that due to passive linear damping. It
can be set using a number of different methodologies, all of
which ultimately prove to be equivalent. One means of set-
ting the nonlinear saturation levelbnl is by fixing the maxi-
mum SOAE level to the maximum observed experimentally.
Once this is done, any further saturation effects become a
prediction of the model. A similar approach is to fix the
‘‘roll-over’’ or ‘‘bend-over’’ of DPOAE I/O curves~that is,
where the DPOAE I/O curve ceases to have a straight-line
behavior on a log–log plot!. In the simulations reported on in
this paper, the latter method was used. More specifically, the
I/O curve for equal-level primaries was chosen so as to have
a maximum at primary levels of 65 dB SPL. This value was
chosen as typical of our own data as well as that of published
data~e.g., Nelson and Zhou, 1996!.

Except in regions whereuRroughu*1 ~for which the
above analysis is invalid in any case!, some stimulation level
Ldr will exist for which the magnitude of nonlinear reflec-
tanceuRnlu will become comparable to that due to roughness
uRroughu. For a very ‘‘smooth’’ basilar membrane, such as
that discussed in this paper, the approximate equivalence
uRnlu'uRroughu corresponds to a moderately low level of

stimulation, that is, driving pressure levels in the range
30–40 dB SPL. For more realistic amounts of roughness,
which generate more typical SFOAE amplitudes, the corre-
sponding driving pressure levels are in the range 40–50 dB
SPL. Models which haveuRau.1 will require time-domain
simulation to establish the levels~if any! at which equiva-
lence between the two reflectances will occur.

G. Applicability of results to other cochlear fine
structures

A complete framework for modeling the various classes
of OAEs was given in Talmadgeet al. ~1998! for the case of
linear coherent reflection. The extension of the current work
to include other classes of cochlear fine structures is, for the
most part, quite straightforward, and many of the qualitative
results, e.g., of level on the cochlear fine structures, are ex-
pected to carry over to these other types of emissions.

A case which is more subtle is that of DPOAEs. The
reason for this is that the fine structure in this case is thought
to be a combination of that originating from the generator
site and that from the DP best place~the ‘‘reflection’’ site!.
If, for example, the level of the lower frequency primary is
held fixed, while the higher level primary is varied in fre-
quency, an effect on the position of maximum overlap of the
two sources is expected~e.g., He and Schmiedt, 1993!. This
shift in the maximum overlap, in turn, will translate into a
shift in the position of the DP fine structure, as was discussed
by He and Schmiedt~1993!. Nonetheless, a level effect of
nonlinear reflection on the DPOAE fine structure is expected,
including the previously discussed results of a shift of the
fine structure pattern to either higher or lower frequency~for
an assumed stationary primary overlap position!, as well as
either enhancement or reduction of the fine structure ampli-
tude. Detailed discussion of these points will be deferred to a
future publication.

VI. SUMMARY

In agreement with previous investigations~Zweig and
Shera, 1995; Talmadgeet al., 1998; Shera and Guinan,
1999!, it was found that the phenomenology of cochlear fine
structures resulting from low-level stimuli is best described
by a linear cochlear model with embedded roughness. It was
found that although nonlinearity does give a significant re-
flection at higher levels, the relatively slow phase variation
of the reflectance~see Fig. 2! results in a fine structure which
varies too slowly in level~see Fig. 6! to account for the much
more rapid variation in level observed in real cochlear fine
structure~e.g., Shera and Guinan, 1999!.

For higher level stimulation, it was also found necessary
to incorporate both roughness and nonlinearity in order to
give a realistic description of the level behavior of SFOAEs.
The effects of nonlinearity, which were insignificant at low
levels, give rise to a surprisingly rich phenomenology when
incorporated into models of SFOAEs. The properties of
SFOAEs described in this paper will be more fully tested
against experiment in a future publication. The inclusion of
this class of nonlinear effects into models of DPOAEs may
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help to identify behaviors that have not been previously rec-
ognized as systematic. This topic will also be dealt with in
detail in a separate paper.
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APPENDIX A: FREQUENTLY USED SYMBOLS AND
THEIR MEANING

Frequently used mathematical symbols employed in this
study and their meanings are summarized below. In the cases
for which the symbol has a defining equation, its correspond-
ing equation number is also included. When values are avail-
able in Table I of Talmadgeet al. ~1998! this is so indicated.

Operators

Re(z) real part ofz
Im(z) imaginary part ofz
arg(z) phase ofz
uzu magnitude ofz
Ã denotes that the quantityA contains a random

component.
Â(x,...) thevalue of the cochlear quantity evaluated at

the tonotopic positionx̂(v)
dA denotes the differenceA2Asm, where Asm is

the value of the underlying quantity for a
smooth linear cochlea.

Independent variables

f frequency
k wave number~2p/l!, also used to signify quan-

tities with dimensions of inverse length
P pressure
t time
x position along basilar membrane (x50 corre-

sponds to base!
l characteristic wavelength of the transpartition

traveling wave
v angular frequency (2p3 f )
j linear displacement

Physical quantities„cochlea…

bnl scale for nonlinear saturation, assumed inde-
pendent ofx ~see Table I of Talmadgeet al.,
1998!

Hsc height of the cochlear scalae~'0.1 cm in hu-
mans!

k̂ real value of wave number at activity pattern
maximum (k̂ is assumed independent of fre-
quency!

k0 geometric wave number of cochlea@Eq. ~B8!#
kv exponential constant of frequency map
k(x,v) complex wave number@Eq. ~B4!#

ksm(x,v) smooth component of wave number@Eq. ~B19!#
Lbm length of basilar membrane~see Table I of Tal-

madgeet al., 1998!
Pd(x,v) complex amplitude of basilar membrane motion

@Eq. ~B2!#
Savg reciprocal average of cross-sectional areas of

cochlear scalae~see Table I of Talmadgeet al.,
1998!

Wbm average width of basilar membrane~see Table I
of Talmadgeet al., 1998!

x̂(v) tonotopic location of traveling wave of fre-
quencyv

x̂ r ,l(v) level of right, left basilar membrane basis func-
tions at tonotopic frequency of traveling wave
~x̂ r ,l is assumed independent of frequency!

g0(x) linear ~with displacement! basilar membrane
damping function@Eq. ~B7!; see also Table I of
Talmadgeet al., 1998#

g2(x) nonlinear ~with displacement! basilar mem-
brane damping function@g2(x)5g0(x)/bnl

2 #
v0(x) passive linear~with displacement! component

of basilar membrane frequency map@Eq. ~B6!#
r density of the perilymph
r f ,s ‘‘fast, slow’’ feedback coupling strength coeffi-

cients@Eq. ~B5!#
c f ,s ‘‘fast, slow’’ feedback constant@Eq. ~B5!#
sbm effective mass per unit area of basilar mem-

brane
j(x,v) complex amplitude of basilar membrane motion

@Eq. ~B3!#

Derived quantities „cochlea…

anl(v) nonlinear saturation amplitude of pressure trav-
eling waves@Eq. ~30!#

ar ,l right, left pressure wave basis function ampli-
tudes@Eq. ~B25!#

bnl(v) basilar membrane nonlinear saturation ampli-
tude @Eq. ~24!#

br ,l right, left basilar membrane basis function am-
plitudes@Eq. ~B35!#

Fsfoae(v) fine structure function for SFOAEs@Eq. ~47!#
Lsfoae(v) level of fine structure function for SFOAEs@Eq.

~48!#
Nl number of wavelengths of pressure traveling

wave from base to activity maximum@Eq.
~B41!#

Pnl(v) ear canal driving pressure nonlinear saturation
level @Eq. ~30!#

Ra(x,v) ratio of basal to apical traveling waves@Eq.
~B49!#

Rb(x,v) ratio of apical to basal traveling waves@Eq.
~B53!#

Ra(v) reflectance function at the base for an initially
apical moving wave@Eq. ~B51!#

Rb(v) reflectance function at the base for an initially
basally moving wave@Eq. ~B55!#

Ra(x,v) ratio of basal to apical traveling basis functions
@Eq. ~B54!#
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Rb(x,v) ratio of apical to basal traveling basis functions
@Eq. ~B54!#

Rnl(v) apical reflectance due to nonlinearity@e.g., Eq.
~30!#

Rnl1rough(v) apical reflectance due to combined nonlinearity
and roughness@e.g., Eq.~41!#

Rrough(v) apical reflectance due to roughness@e.g., Eq.
~35!#

Rs(v) ratio of derivatives of basis function evaluated
at x50 @Eq. ~46!#

W0(v) Wronksian@Eq. ~B27!#
x r ,l(x,v) right, left basilar membrane basis functions@Eq.

~B33!#
D(x,v) denominator of wave number@Eq. ~B5!#
dk2(x,v) deviation of a particular cochlear model from

underlying ‘‘smooth’’ model@Eq. ~B19!#
wsfoae(v) phase of fine structure function for SFOAEs

@Eq. ~49!#
ws(v) phase ofRs(v)
wnl(v) phase ofRnl(v)
rsource(x,v) cochlear pressure source density@Eq. ~B21!#
c r ,l(x,v) right, left presure wave basis functions@Eq.

~B25!#
sx Width of the activity-pattern maximum.

Physical and derived quantities„middleÕouter ear…

Gme(v) generalized mechanical gain of ossicles for gen-
eral middle ear models@Eq. ~B13!; see also
Table I of Talmadgeet al., 1998#

kow(v) wave number function of middle ear@Eq.
~B11!; see also Table I of Talmadgeet al.,
1998#

kow,0 geometrical constant relating pressure in ear ca-
nal to pressure difference at base@Eq. ~B14!;
see also Table I of Talmadgeet al., 1998#

Ldr(v) level of complex ‘‘calibrated driving pressure’’
amplitude (Ldr[uPdru)

mow effective mass of the oval window
Pe(x,v) complex pressure amplitude in ear canal@Eq.

~B16!#
Pdr(v) complex ‘‘calibrated driving pressure’’ ampli-

tude
Pe

a adiabatic bulk modulus of air in ear canal
Tdr(v) transfer function relatingPdr(v) to Pe(v) @Eq.

~B18!#
Tpd(v) transfer function relatingPd8(0,v) to Pe(v)

@Eq. ~B18!#
Dow denominator of middle ear wave number func-

tion @Eq. ~B12!#
Gmi lever ratio of long-to-short incus process~see

Table I of Talmadgeet al., 1998!
Sty effective area of the tympanic membrane~see

Table I of Talmadgeet al., 1998!
Sow effective area of the oval window~see Table I

of Talmadgeet al., 1998!
gow damping constant for the middle ear~see Table

I of Talmadgeet al., 1998!
sow effective areal density of the oval window~see

also Table I of Talmadgeet al., 1998!

vow frequency of middle ear, corrected for loading
of tympanic and ear canal cavities

jow(x,v) complex amplitude of oval window@Eq. ~B15!#

APPENDIX B: SUMMARY OF THE THEORETICAL
FORMULATION

The theoretical formulation is exclusively based on the
frequency-domain formulation of a one-dimensional co-
chlear model. All space–time dependent quantities,A(x,t)
are assumed periodic in time, and are represented in terms of
a complex amplitudeA(x,v), where

A~x,t !5A~x,v!eivt1complex conjugate. ~B1!

$For the nonmathematical reader, note thatA(x,v)
5uA(x,v)uexp@arg(A)#, so that Eq.~B1! has the alternative
representationA(x,t)52uA(x,v)ucos@vt1arg(A)#.% As in
Talmadgeet al. ~1998! the linear part of the cochlear me-
chanics is based on time-delayed stiffness of the type de-
scribed by Zweig~1991! and distributed roughness of the
form discussed by Shera and Zweig~Shera and Zweig, 1993;
Zweig and Shera, 1995!. A simple single-piston middle ear
model is also incorporated as described in Talmadgeet al.
~1998!.

1. Cochlear model

The underlying linear frequency domain model is given
by

Pd9~x,v!1k2~x,v!Pd~x,v!50, ~B2!

j~x,v!5
1

sbmD~x,v!
Pd~x,v!, ~B3!

k~x,v!5
k0v

AD~x,v!
, ~B4!

D~x,v!5v0
2~x!2v21 ivg0~x!1r fv0

2~x!e2c fv/v0~x!

1rsv0
2~x!e2cav/v0~x!, ~B5!

v0~x!5v0e2kvx1v1 , ~B6!

g0~x!5g0e2kvx1g1 , ~B7!

k05A2rWbm

sbmSavg
, ~B8!

wherePd(x,v) is the differential pressure between the scala
tympani and scala vestibuli,j(x,v) is the upward displace-
ment of the basilar membrane~considered positive if it is
toward the scala vestibuli!, x is the distance along the basilar
membrane from the basal end, andk(x,v) is the complex
wave number of the traveling wave. The other parameters are
defined in Appendix A, and have values given by Table I of
Talmadgeet al. ~1998!.

The boundary conditions for these equations are,

Pd8~0,v!1kow~v!Pd~0,v!52Gme~v!kow~v!Pdr~v!,
~B9!

Pd~Lbm,v!50, ~B10!

2927 2927J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Talmadge et al.: Modeling nonlinearity and roughness



kow~v!5
sbmkow,0v

2

sowDow~v!
, ~B11!

Dow~v!5vow
2 2v21 ivgom , ~B12!

Gme~v!5Gme5
GmiSty

Sow
, ~B13!

kow,05
2rSow

sbmSavg
, ~B14!

whereLbm is the length of the basilar membrane. The equa-
tions governing the middle and outer ears are

jow5
1

sowDow~v!
@Pd~0,v!1Gme~v!Pdr~v!#, ~B15!

Pe~v!5Tdr~v!Pdr~v!2
Pe

aGme~v!Sowjow~v!

Ve
, ~B16!

Pe~v!5Tdr~v!Pdr~v!1Tpd~v!Pd8~0,v!, ~B17!

Tdr~v!51, Tpd~v!5
SavgPe

a

2rVe

Gme~v!

v2 . ~B18!

Note that Eqs.~B16! and ~B17! are alternative formulations
for the pressure in the external ear. In more complex middle
ear models, the basic form of Eqs.~B11! and ~B15!–~B17!
are retained, although the forms ofDow(v), Gme(v),
Tdr(v), andTpd(v) become correspondingly more complex.

2. Basis functions

Equation~B2! governs the evolution of a pressure dif-
ference traveling wave for generalk(x,v), wherek(x,v), in
a generalized sense, could include effects due, e.g., to non-
linearity or basilar membrane roughness. Additional insight
is obtained by writing

k2~x,v!5ksm
2 ~x,v!1dk2~x,v!, ~B19!

whereksm
2 (x,v) characterizes the ‘‘smooth,’’ linear portion

of k2(x,v) anddk2(x,v) the deviation from this underlying
model. Inserting Eq.~B19! into Eq. ~B2! gives the modified
wave equation,

Pd9~x,v!1ksm
2 ~x,v!Pd~x,v!5rsource~x,v!, ~B20!

rsource~x,v!52dk2~x,v!Pd~x,v!. ~B21!

Here rsource(x,v) and any other nonzero term on the right-
hand side of Eq.~B20! will be referred to as ‘‘source terms.’’
It is also assumed thatksm

2 (x,v) satisfies the validity condi-
tion for the Wentzel–Kramers–Brillouin~WKB! approxima-
tion ~e.g., Zweiget al., 1976; de Boer and Viergever, 1984;
Mathews and Walker, 1964!,

U 1

ksm
2 ~x,v!

]ksm~x,v!

]v U! 1

2p
, ~B22!

as well as the condition,

] Re@ksm~x,v!#

]v
.0 ~ for all x!. ~B23!

With the inclusion of these assumptions, it can be shown that
the solution of the homogeneous version of Eq.~B20! given
by

Pd9~x,v!1ksm
2 ~x,v!Pd~x,v!50, ~B24!

may be written as

Pd~x,v!5ar~v!c r~x,v!1al~v!c l~x,v!, ~B25!

wherec r(x,v) andc l(x,v) have the interpretations of be-
ing the solutions to the ‘‘smooth’’ homogeneous wave equa-
tion, Eq.~B24!, which are purely ‘‘right’’ ~apical! and ‘‘left’’
~basal! moving.

By convention,

c r~0,v!5c l~0,v!51, ~B26!

so that c r ,l(x,v) are dimensionless andar ,l(v) have the
dimension of pressure. It is easy to show that the Wronskian,
W0(v), of the basis functions, given by

W0~v!5c r~x,v!c l8~x,v!2c r8~x,v!c l~x,v!, ~B27!

is independent ofx. In terms of the defined quantities,

kr ,l~x,v!5
c r ,l8 ~x,v!

c r ,l~x,v!
, ~B28!

it follows that

W0~v!5c l8~0,v!2c r8~0,v!5kl~0,v!2kr~0,v!.
~B29!

The solution of the inhomogeneous wave equation can
be cast in terms of the homogeneous solution by writing

Pd~x,v!5ar~x,v!c r~x,v!1al~x,v!c l~x,v!, ~B30!

which is the direct analogue of Eq.~B25!, with the coeffi-
cients,ar ,l(x,v), now being allowed to vary withx. These
coefficients are sometimes referred to as osculating functions
~see, e.g., Mathews and Walker, 1964; Shera and Zweig,
1991!.

Becausear ,l(x,v) are underspecified in Eq.~B30!, the
additional derivative condition,

Pd8~x,v!5ar~x,v!c r8~x,v!1al~x,v!c l8~x,v!, ~B31!

can be imposed. This in turn implies the auxiliary condition
~Shera and Zweig, 1991!,

ar8~x,v!c r~x,v!1al8~x,v!c l~x,v!50. ~B32!

Using Eq. ~B3!, basilar membrane basis functions,
x r ,l(x,v), can be defined in terms of the pressure difference
basis functions,

x r ,l~x,v!5
Dsm~0,v!

Dsm~x,v!
c r ,l~x,v!, ~B33!

where Dsm(x,v) represents the ‘‘smooth’’ component of
D(x,v), andx r ,l(x,v) represent the apical and basal travel-
ing waves on the basilar membrane for the underlying
smooth cochlea. Note thatx r ,l(x,v) have been defined so
that

x r~0,v!5x l~0,v!51. ~B34!

The motion of the basilar membrane is then given by
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j~x,v!5br~x,v!x r~x,v!1bl~x,v!x l~x,v!, ~B35!

br ,l~x,v!5
1

sbmDsm~0,v!

Dsm~x,v!

D~x,v!
ar ,l~x,v!. ~B36!

3. WKB approximation

The WKB method can be used to obtain approximate
expressions for the basis functions~see, for example,
Mathews and Walker, 1964; Zweiget al., 1976; Shera and
Zweig, 1991! which are valid in the ‘‘long-wave’’ region.
This method yields the solutions,

c r~x,v!5Ak~0,v!

k~x,v!
e2 iwWKB~x!, ~B37!

c l~x,v!5Ak~0,v!

k~x,v!
e1 iwWKB~x!, ~B38!

wWKB~x!5E
0

x

dx8k~x8,v!. ~B39!

Approximate closed form solutions forc r ,l(x,v) using the
WKB method are given in Talmadgeet al. ~1998!. Shera and
Zweig ~1991! provide alternative closed form solutions as
well.

Numerical solutions forx r ,l(x,v) using the WKB
method are shown in Fig. B1. Solutions forc r ,l(x,v) are
given for the active cochlear model used in this analysis, by
Talmadgeet al. ~1998!. As illustrated in Fig. B1, in active
models, x r(x,v) is sharply peaked nearx> x̂ whereas
x l(x,v) has a shallow minimum nearx> x̂.

If the basilar membrane damping and timed-delayed
stiffness terms are ignored, then the wave number is given
approximately by

k~x,v!>
k0v

Av0~x!22v2
. ~B40!

Making the further approximation thatv0(x)>v0e2kvv, ne-
glecting the phase variation ofAk(0,v)/k(x,v), and insert-
ing Eq.~B40! into Eq.~B39! allow this integral to be explic-
itly evaluated to obtain an approximate expression for the
total phase change,ŵ, of a pressure wave of frequencyv

from the base to the activity pattern maximum:

ŵ5arg@c r~ x̂~v!,v!#>wWKB~ x̂~v!!>
pk0

2kv
,

⇔ Nl>
k0

4kv
.

~B41!

Here x̂(v) is the basilar membrane place-frequency map,
andNl is generally defined as the number of wavelengths of
the transpartition pressure wave from the base to the point of
maximum basilar membrane activity.

4. Solutions of the inhomogeneous pressure wave
equation

The solution of the inhomogeneous pressure wave equa-
tion of Eq. ~B20! can formally be written in terms of the
basis functions~Talmadgeet al., 1998!,

Pd~x,v!5Far~0,v!2
1

W0~v!
E

0

x

dx8

3rsource~x8,v!c l~x8,v!Gc r~x,v!

1Fal~`,v!2
1

W0~v!
E

x

`

dx8rsource~x8,v!

3c r~x8,v!Gc l~x,v!. ~B42!

This formal solution can be applied to the case when
rsource(x,v) contains Pd(x,v), as in Eq. ~B21!. When
dk2(x,v)!ksm

2 (x,v), Eq. ~B42! can be used to calculate the
corrections toPd(x,v) to first order indk2(x,v). For ex-
ample, if in the limit ofdk2(x,v)50,

Pd
~0!~x,v!5a0r~v!c r~x,v!, ~B43!

corresponding to a right or apical moving traveling wave,
then to first order indk2(x,v),

rsource~x,v!5rsource
~1! ~x,v!

52dk2~x,v!a0r~x,v!c r~x,v!. ~B44!

It is convenient to normalizePd(x,v) so that ar(0,v)
5a0r(v), and if the region for whichdk2(x,v) is nonzero is
bounded inx, then on physical grounds,al(`,v)50. Equa-
tion ~B42! then gives an expression forPd(x,v) correct to
first order indk2(x,v):

Pd~x,v!>a0r~v!F11
1

W0~v!
E

0

x

dx8dk2~x8,v!

3c r~x8,v!c l~x8,v!Gc r~x,v!1a0r~v!

3F 1

W0~v!
E

x

`

dx8dk2~x8,v!c r
2~x8,v!G

3c l~x,v!. ~B45!

FIG. B1. Basilar membrane basis functions for an active model which in-
corporates stiffness feedback, and for a passive model in which the stiffness
feedback is removed. The stimulus frequency is 2000 Hz, and the parameter
values of these models are listed in Table I of Talmadgeet al. ~1998!.
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Note that the presence of a nonzero value ofdk2(x,v) re-
sults in a backscattered wave depending on all scattering
elements apical to the positionx together with a forward
traveling wave which is modified by all scattering elements
basal tox. There is no loss of generality of results ifar(x,v)
is set equal toa0r(v) for values ofx other than zero. For
example, ifPd(x,v) is normalized so thatar(`,v), instead
of ar(0,v), is set equal toa0r(v), then it can easily be
shown that to first order indk2(x,v), Pd(x,v) is again
given by Eq.~B45!, except for an extra multiplicative factor,

12
1

W0~v!
E

0

`

dx8dk2~x8,v!c r~x8,v!c l~x8,v!.

~B46!

As will be seen from the analysis to be given at the end of
Sec. III B, this extra factor has no effect on the determination
of the cochlear response to stimulation@Pdr(v)# in the ear
canal.

This same methodology can be applied for the case of an
initial basal moving traveling wave in the absence of reflec-
tions from the cochlear base~Talmadgeet al., 1998!,

Pd
~0!~x,v!5a0l~v!c l~x,v!, ~B47!

where ar(0,v)50, al(`,v)5a0l(v) in Eq. ~B42!.
Pd(x,v), correct to first order indk2(x,v), is found from
Eq. ~B42! to be

Pd~x,v!>a0l~v!F11
1

W0~v!
E

x

`

dx8dk2~x8,v!

3c r~x8,v!c l~x8,v!Gc l~x,v!1a0l~v!

3F 1

W0~v!
E

0

x

dx8dk2~x8,v!c l
2~x8,v!G

3c r~x,v!. ~B48!

5. Cochlear reflection

The apical reflectance of a traveling wave is defined as

Ra~x,v!5
al~x,v!c l~x,v!

ar~x,v!c r~x,v!
5r a~x,v!Ra~x,v!, ~B49!

r a~x,v!5
al~x,v!

ar~x,v!
, Ra~x,v!5

c l~x,v!

c r~x,v!
. ~B50!

It is understood thatar(v)c r(x,v) represents an initial api-
cal moving wave, andal(v)c l(x,v) the resulting basal
moving wave due to reflectance within the cochlea from
more apical positions. Note thatr a(x,v) is constant except
in regions which contain sources, since by definition, both
ar(v) and al(v) are constant outside of regions with
sources, butRa(x,v) varies throughout the cochlea. The
quantity Ra(x,v) is plotted in Fig. 6 of Talmadgeet al.
~1998! for both passive and active cochlear models. Of spe-
cial importance is the apical reflectance, given by

Ra~v![Ra~0,v!5r a~0,v!. ~B51!

For the case of an initial apical moving wave, the application
of Eq. ~B45! givesRa(x,v) to lowest order indk2(x,v):

Ra~x,v!>
Ra~x,v!

W0~v!
E

x

`

dx8dk2~x8,v!c r
2~x8,v!.

~B52!

The basal reflectance of a traveling wave is defined in a
similar manner:

Rb~x,v!5
ar~x,v!c r~x,v!

al~x,v!c l~x,v!
5r b~x,v!Rb~x,v!, ~B53!

r b~x,v!5
ar~x,v!

al~x,v!
, Rb~x,v!5

c r~x,v!

c l~x,v!
. ~B54!

It is understood thatal(v)c l(x,v) represents an initial basal
moving wave, andar(v)c r(x,v) the resulting apical mov-
ing wave due to reflectance within the cochlea from more
basal positions. The reflectance at the base (x50) is

Rb~v![Rb~0,v!5r b~0,v!. ~B55!

To first order indk2(x,v), Eq. ~B48! may be used to give

Rb~x,v!>2
Rb~x,v!

W0~v!
E

0

x

dx8dk2~x,v!c l
2~x8,v!.

~B56!

It should be noted that Eq.~B56! only gives the contribution
due to cochlear inhomogeneities and other cochlear sources.
Since this contribution vanishes atx50, a nonzero value for
Rb(x,v) at x50 is due entirely to the cochlea-middle ear
interface. As was discussed in Talmadgeet al. ~1998! ~see
also the next section!, Rb(v)5Rb(0,v) depends only on the
physics of the middle and outer ear and on the properties of
the cochlea at the base.

6. Pressure wave equation solutions in the presence
of cochlear wave reflection

As discussed in Talmadgeet al. ~1998!, the basal reflec-
tance can be obtained by formally writing,

Pd~0,v!5al~0,v!@11Rb~v!#, ~B57!

Pd8~0,v!5al~0,v!@kl~0,v!1Rb~v!kr~0,v!#, ~B58!

and combining these equations with Eq.~B9! with Pdr(v)
50, which gives

Rb~v!52
kow~v!1kl~0,v!

kow~v!1kr~0,v!
5212

W0~v!

kow~v!1kr~0,v!
,

~B59!

where the latter expression follows from Eq.~B29!. The
quantityRb(v) is plotted in Fig. 7 of Talmadgeet al. ~1998!
for the simple one-piston middle ear model of that paper.

The response of the cochlea to an external tone when
Ra(v) is nonzero can also be obtained under the assumption
thatRa(x,v) is approximately constant near the base. In this
case,Pd(0,v) andPd8(0,v) are written as

Pd~0,v!5ar~0,v!@11Ra~v!#, ~B60!

Pd8~0,v!5ar~0,v!@kr~0,v!1Ra~v!kl~0,v!#. ~B61!
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Combining these equations with Eq.~B9! and using Eq.
~B59! gives

ar~0,v!52
Gme~v!kow~v!

kow~v!1kr~0,v!

1

12Ra~v!Rb~v!
Pdr~v!,

~B62!

and

Pd~0,v!52
Gme~v!kow~v!

kow~v!1kr~0,v!

11Ra~v!

12Ra~v!Rb~v!
Pdr~v!.

~B63!

Letting

b~v![2
Gme~v!kow~v!

kow~v!1kr~0,v!
Pdr~v!, ~B64!

and expanding inRa(v)Rb(v) gives

Pd~0,v!/b~v!511Ra~v!1Ra~v!Rb~v!

1Ra
2~v!Rb~v!1Ra

2~v!Rb
2~v!1¯ .

~B65!

This series has the simple physical interpretation of multiple
internal scattering of an incident wave of amplitudeb(v), as
illustrated by Fig. 8 of Talmadgeet al. ~1998!.

The discussion in Appendix B 4 following Eq.~B42! of
the perturbative effect ofdk2(x,v) on an initial basal mov-
ing cochlear wave can be generalized to include the case of
basal reflection at the cochlea/middle ear interface. The un-
perturbed wave is now

Pd
~0!~x,v!5al0~v!@c l~x,v!1Rb~v!c r~x,v!#, ~B66!

andrsource(x,v) in Eq. ~B42! is

rsource~x,v!5rsource
~1! ~x,v!

52dk2~x,v!Pd
~0!~0,v!

52dk2~x,v!al0~v!@c l~x,v!

1Rb~v!c r~x,v!#. ~B67!

The boundary conditions in Eq.~B42! may be taken as

al~`,v!5al0~v!, ~B68!

ar~0,v!5Rb~v!al~0,v!, ~B69!

where Eq.~B69! is valid if dk2(x,v)50 in the neighbor-
hood of x50. Then to first order indk2(x,v), Pd(x,v) is
given by

Pd~x,v!5al0~v!FRb~v!S 11
1

W0~v!
E

0

`

dx8dk2~x8,v!@c l~x8,v!1Rb~v!c r~x8,v!#c r~x8,v! D
1

1

W0~v!
E

0

x

dk2~x8,v!@c l~x8,v!1Rb~v!c r~x8,v!#c l~x8,v!Gc r~x,v!

1al0~v!F11
1

W0~v!
E

x

`

dx8dk2~x8,v!@c l~x8,v!1Rb~v!c r~x8,v!#c r~x8,v!Gc l~x,v!. ~B70!

1It should be pointed out that Eq.~24! contains an extra constant phase
factor of e2 ip/2 compared with Eq.~133! of Talmadgeet al. ~1998!. This
additional phase arises from phase variation in theD(0,v)/D(x,v) term
from the base to the activity pattern maximum, and is included because
Nl , by definition, is the number of wavelengths of thepressure~rather
than basilar membrane displacement! traveling wave.@For simplicity, the
time-delayed stiffness terms inD(0,v)/D(x,v) are neglected. However, it
can be demonstrated numerically that inclusion of this stiffness feedback
does not significantly affect the computed value ofNl .# Although techni-
cally this term could have been included in the analysis of Talmadgeet al.
~1998!, this phase factor has no effect on the analysis of the reflectance, as
a result of the random~and therefore arbitrary! phase term appearing in the
apical reflectance due to roughness@see Eq.~37!#. While it is also true that
the 2pNl phase contribution is assumed constant across frequencies in this
analysis, this phase contribution has been included both in the current paper
and in Talmadgeet al. ~1998! to allow the modeling of the effects of a
variation inNl with frequency. Since the nonlinear phase depends on the
absolute phase change in the traveling wave, it is necessary to include the
additional factor ofe2 ip/2 to properly characterize the phase of the nonlin-
ear reflectance.

2Values fork̂ ranging from 45 cm21 to over 200 cm21 can be obtained by
‘‘fine-tuning’’ the cochlear model parameters@e.g., by increasingg0(v) or
decreasing the positive feedback termr f , without changing the structure of
the underlying model#. This was done for Model B of Sec. III B@see Eq.
~39! for the changes to the parameter values#. The defect in the predicted

fine structure spacing using this particular choice of model parameters thus
illustrates how the fine structure generated by a particular cochlear model
can be used to control the parameter choices for that model. On the other
hand, the~hypothetical! inability of a particular cochlear model to generate
cochlear fine structure that qualitatively agrees with the observed fine struc-
ture ~see Shera and Guinan, 1999, for a review! for any choice of model
parameters, must be viewed as a fundamental defect of the underlying
cochlear model.
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Distortion-product-otoacoustic-emission~DPOAE! phase-versus-frequency functions and
corresponding phase-gradient delays have received considerable attention because of their potential
for providing information about mechanisms of emission generation, cochlear wave latencies, and
characteristics of cochlear tuning. The three measurement paradigms in common use~fixed-f 1 ,
fixed-f 2 , and fixed-f 2 / f 1! yield significantly different delays, suggesting that they depend on
qualitatively different aspects of cochlear mechanics. In this paper, theory and experiment are
combined to demonstrate that simple phenomenological arguments, which make no detailed
mechanistic assumptions concerning the underlying cochlear mechanics, predict relationships
among the delays that are in good quantitative agreement with experimental data obtained in guinea
pigs. To understand deviations between the simple theory and experiment, a general equation is
found that relates the three delays for any deterministic model of DPOAE generation. Both
model-independent and exact, the general relation provides a powerful consistency check on the
measurements and a useful tool for organizing and understanding the structure in DPOAE phase
data~e.g., for interpreting the relative magnitudes and intensity-dependencies of the three delays!.
Analysis of the general relation demonstrates that the success of the simple, phenomenological
approach can be understood as a consequence of the mechanisms of emission generation and the
approximate local scaling symmetry of cochlear mechanics. The general relation is used to quantify
deviations from scaling manifest in the measured phase-gradient delays; the results indicate that
deviations from scaling are typically small and that both linear and nonlinear mechanisms contribute
significantly to these deviations. Intensity-dependent mechanisms contributing to deviations from
scaling include cochlear-reflection and wave-interference effects associated with the mixing of
distortion- and reflection-source emissions~as in DPOAE fine structure!. Finally, the ratio of the
fixed-f 1 and fixed-f 2 phase-gradient delays is shown to follow from the choice of experimental
paradigm and, in the scaling limit, contains no information about cochlear physiology whatsoever.
These results cast considerable doubt on the theoretical basis of recent attempts to use relative
DPOAE phase-gradient delays to estimate the bandwidths of peripheral auditory filters. ©2000
Acoustical Society of America.@S0001-4966~00!03012-5#

PACS numbers: 43.64.Bt, 43.64.Ha, 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

Since their discovery by Kemp~1979!, distortion-
product otoacoustic emissions~or DPOAEs! have proved a
powerful noninvasive probe of cochlear function. Distortion
products at combination-tone frequencies@i.e., f dp5 f 1

2n( f 22 f 1), with f 2. f 1 and n an integer#1 are typically
evoked by stimulating the ear with two primary tones at
frequenciesf 1 and f 2 . Although most research has focused
on DPOAE amplitudes, distortion-product phases have re-
cently received considerable attention, both because of their

relevance to understanding mechanisms of emission genera-
tion and for the insight they may provide on mechanical
delay within the cochlea~e.g., Kemp and Brown, 1983; Kim-
berley et al., 1993; Brown et al., 1994; O’Mahoney and
Kemp, 1995; Moulin and Kemp, 1996a, 1996b; Stoveret al.,
1996; Wableet al., 1996; Whiteheadet al., 1996; Fahey and
Allen, 1997; Bowmanet al., 1997, 1998; Mills and Rubel,
1997; Shera and Guinan, 1999; Schneideret al., 1999, 2000;
Talmadgeet al., 2000; Faulstich and Ko¨ssl, 2000; Tubis
et al., 2000a; Bowmanet al., 2000; Prijs et al., 2000!.
DPOAE phase-versus-frequency functions and correspond-
ing phase-gradient delays have been measured using two
principal sweep paradigms, obtained by fixing one of the two

a!Author to whom correspondence should be addressed; electronic mail:
shera@epl.meei.harvard.edu
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primary frequencies and varying the other. For example, in
the fixed-f 2 measurement paradigm, the frequencyf 2 is held
constant and DPOAE phase measured as the frequencyf 1 is
swept.2 Analogous relations hold for the fixed-f 1 paradigm.
A third sweep paradigm sometimes employed is the fixed-
ratio paradigm during which both primaries are varied in
such a way that their ratio,f 2 / f 1 , remains constant.

For the cubic distortion product at frequency 2f 12 f 2

and other lower-side-band DPOAEs~i.e., forn>1!, the three
measurement paradigms yield significantly different phase-
gradient delays~e.g., Kemp and Brown, 1983; Whitehead
et al., 1994, 1996!, and the problem of understanding the
relationship among them has been extensively explored~e.g.,
O’Mahoney and Kemp, 1995; Moulin and Kemp, 1996a,
1996b; Bowmanet al., 1997, 1998; Schneideret al., 1999,
2000; Prijset al., 2000; Tubiset al., 2000b!. The traditional
approach has been to explain observed DPOAE phase-
gradient delays using conceptual or mathematical arguments
based on detailed theoretical assumptions about cochlear me-
chanics. For example, assumptions are made about the nature
of the emission sources~e.g., whether they can be approxi-
mated as points or must be distributed over a region!, about
their spatial location within the cochlea~e.g., whether the
sources reside near the peak of thef 2 traveling wave and/or
the distortion-product place!, about the character of the co-
chlear traveling wave~e.g., the effective dimensionality of its
hydrodynamics, the nature of its spatial and frequency dis-
persion, the degree of its amplification, the form of its non-
linear dependence on stimulus intensity, and the relative time
delays attributable to ‘‘wave travel’’ versus ‘‘filter build-
up’’ !, and so on. Expanding on earlier work relating DPOAE
phase-gradient delays to auditory-filter bandwidth~Moulin
and Kemp, 1996b!, Bowmanet al. ~1997! provide perhaps
the most ambitious theoretical analysis to date by attempting
to derive the response properties of gammatone-filter models
of human peripheral auditory filters from relative DPOAE
phase-gradient delays.

Here we take a simpler, more phenomenological ap-
proach to the problem. In particular, we ask how much of the
emission data can one account for by makingno detailed
assumptions about cochlear mechanics? The answer, it turns
out, is a surprisingly large amount. Indeed, the success of our
naive phenomenological approach is considerable: Not only
do we provide a quantitative account of the major known
relationships between DPOAE phase-gradient delays—
including those used to ‘‘derive’’ properties of cochlear tun-
ing ~Bowmanet al., 1997; Moulin and Kemp, 1996b!—but
we deduce other heretofore unrecognized relationships as
well. We test these relationships among the phase-gradient
delays using emission data from guinea pigs and conclude by
discussing the implications of our findings, both for cochlear
mechanics and for attempts to characterize cochlear tuning
using DPOAE phase measurements.

II. THEORETICAL PHASE-GRADIENT DELAYS

To explore the frequency dependence of the DPOAE
phase we represent the complex DPOAE pressure at fre-
quencyf dp in the ear canal in the formuPdpueiwdp. We wish to

determine theoretical values of the fixed-f 1 , fixed-f 2 , and
fixed-ratio phase-gradient delays defined by the equations

t1[2
1

2p

]wdp

] f dp
U

fixed2 f 1

; ~1!

t2[2
1

2p

]wdp

] f dp
U

fixed2 f 2

; ~2!

and

t r[2
1

2p

]wdp

] f dp
U

fixed2r

. ~3!

The symbolr denotes the primary-frequency ratio,f 2 / f 1 ,
and the subscripts indicate the variable held constant. The
quantitiest1 , t2 , andt r defined by Eqs.~1!–~3! are often
referred to as DPOAE ‘‘latencies’’ or ‘‘group delays.’’ Since
relations between frequency derivatives of DPOAE phase
~measured in the sinusoidal steady state! and physical delays
~measured in the time domain! are not always straightfor-
ward ~e.g., Tubiset al., 2000a!, we adopt the descriptive but
more hermeneutically neutral term ‘‘phase-gradient delay.’’

How do we determine the phase-gradient delays theo-
retically? In general,wdp depends parametrically on the pri-
mary frequencies and on other fixed parameters in the prob-
lem, so that we can write

wdp5wdp~ f 1 , f 2 ;...!, ~4!

where f 1 and f 2 are the primary frequencies. The frequency
f dp of the measured distortion component does not appear
among the list of independent variables because its value is
not independent off 1 and f 2 . In particular, for odd-order
distortion products,

f dp5 f 12n~ f 22 f 1! ~n5...,23,22,1,2,...!, ~5!

where the cubic distortion product at frequencyf dp52 f 1

2 f 2 corresponds ton51.
The ellipsis after the semicolon in Eq.~4! represents the

fixed parameters that characterize the model under study or
specify features of the stimuli that are held constant during
the phase measurement. Examples of such parameters in-
clude the frequency scales defining the cochlear map; reso-
nant frequencies associated with middle-ear transfer func-
tions; the relative strength of efferent feedback at different
cochlear locations; the index,n, of the measured distortion
product; the amplitudes and phases of the primary tones; and
so on. Note that Eq.~4! is completely generic: both the fixed
parameters and the functional form ofwdp remain unspeci-
fied.

A. The simplest model

Although we will later return to the general model, it
proves instructive first to consider the simplest nontrivial
case. In the simplest model, the primary frequenciesf 1 and
f 2 themselves constitute the only frequency scales in the
problem. In this case, Eq.~4! for wdp can be simplified fur-
ther using the BuckinghamP theorem from dimensional
analysis~e.g., Bridgman, 1931!. Application of this theorem
amounts to the recognition that the value of the dimension-
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less anglewdp must be independent of the units chosen to
measure frequency~e.g., whether those units be Hz or
cycles/light-smoot!.3 Consequently, the units of frequency
must cancel. The only dimensionless combination of the in-
dependent variablesf 1 and f 2 is some function of their ratio.
Therefore,

wdp5wdp~r ;...!, ~6!

where r[ f 2 / f 1 ; thus in the simplest nontrivial model, the
phasewdp depends on a single dimensionless variable,r. We
could, of course, just as well have definedr as its reciprocal,
f 1 / f 2 . Since any function ofr is also a function of 1/r , our
conclusions do not depend upon this arbitrary choice. Note
that since we leave the fixed parameters represented by the
ellipsis unspecified, the simplest model defined by Eq.~6!
actually represents an entireclassof models.

The fixed-f 1 , fixed-f 2 , and fixed-ratio phase derivatives
appearing in Eqs.~1!–~3! for t1 , t2 , and t r now follow
from a straightforward application of the chain rule:4

]wdp

] f dp
U

f 1

5
]r

] f dp
U

f 1

dwdp

dr
52

1

n f1
wdp8 ; ~7!

]wdp

] f dp
U

f 2

5
]r

] f dp
U

f 2

dwdp

dr
52

r

~n11! f 1
wdp8 ; ~8!

and

]wdp

] f dp
U

r

5
]r

] f dp
U

r

]wdp

dr
50, ~9!

wherewdp8 [dwdp/dr. As before, the subscripts on the de-
rivatives indicate the quantity held fixed. For example, the
derivative]r /] f dpur in Eq. ~9! is zero because the value ofr
is held constant during the sweep.

Substituting the derivatives~7!–~9! into Eqs. ~1!–~3!
yields expressions for the phase-gradient delayst1 , t2 , and
t r . For example, our analysis immediately predicts that

~10!

Although we cannot predict the absolute values oft1 or t2

without knowledge ofwdp8 , our analysis does predict the
value of their ratio,5

~11!

where

rn[S n11

n D r 21. ~12!

Note that all the messy details of cochlear mechanics—
generally unknown and model-dependent, but neatly encap-
sulated in the functionwdp8 (r )—have canceled in the ratio.
For the cubic DPOAE (n51), the proportionality in Eq.
~11! reduces to

t15r1t2 ~ for 2 f 12 f 2!, ~13!

where r152/r . We emphasize again that predictions~10!
and~11! apply toany model of the class defined by Eq.~6!,
irrespective both of its parameter values and of whatever
additional assumptions it may make about cochlear mechan-
ics and the mechanisms of DPOAE generation. In the fol-
lowing section we test these predictions using measurements
in the guinea pig.

III. EMPIRICAL PHASE-GRADIENT DELAYS

A. Methods

The methods and equipment used to measure DPOAEs
were generally similar to those detailed elsewhere~Shera and
Guinan, 1999!; we discuss relevant differences below.

1. Animal care and preparation

Five male albino guinea pigs weighing between 250 and
350 g were used in these experiments. All procedures were
conducted in accordance with National Institutes of Health
guidelines and were approved by the Animal Care and Use
Committee of the Massachusetts Eye and Ear Infirmary. Pre-
paratory to anything else, the animals were anesthetized with
Nembutal~15 mg/kg i.p.! and fentanyl/droperidol~0.2 and
10 mg/kg i.m., respectively!. Surgical levels of anesthesia
were maintained with booster injections as necessary~1/3 of
original dose every 2 h!. All measurements and procedures
were performed in a soundproofed, vibration-isolated cham-
ber ~Ver et al., 1975! in which the temperature was held
between 32–35 °C. Animal rectal temperature was main-
tained between 37 and 39 °C using a heating pad, and heart
rate was monitored continuously. After tracheotomy, the skin
and muscle layers were removed from the back of the skull
to expose the bullae, which were opened by carefully shav-
ing the bone with a scalpel blade. The pinnae were removed
and the cartilaginous ear canals severed near the skull to
allow placement of the acoustic transducers within 2–3 mm
of the eardrum for subsequent calibration, stimulus delivery,
and recording. The acoustic assembly consisted of two 1/4-
in. Bruel and Kjaer condenser microphones~used as sound
sources! and an Etymōtic Research ER10c probe system
~used as a microphone!.

2. Measurement methods

We measured DPOAEs at the frequency 2f 12 f 2 ~i.e.,
n51! using three different sweep paradigms: fixed-f 1 ,
fixed-f 2 , and fixed-ratio. In each paradigm, we chose initial
primary frequencies based on specified nominal values off 2

andr. Together, these nominal values, denoted^ f 2& and^r &,
determine the nominal value off 1 , namely^ f 1&5^ f 2&/^r &.
The nominal valueŝ f 1& and ^ f 2& represent center frequen-
cies about which the primaries were varied to obtain the
phase measurements necessary to compute the three phase-
gradient delays. In the fixed-f 2 paradigm, for example, the
primary frequencyf 2 was fixed at the valuê f 2& and the
frequencyf 1 then varied, in steps of sizeD f , over the range
defined by

f 15^ f 1&1mD f , m5$2k,2k11, ...,k21,k%, ~14!
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where k is an integer andD f is the minimum frequency
interval between measurement points allowed by our choice
of sampling rate~approximately 59.94 kHz! and the length
of the discrete Fourier transform used in the frequency analy-
sis ~4096 points!. Thus DPOAEs were measured at a total of
2k11 values off 1 about^ f 1&. In the measurements reported
here,k55 andD f '15 Hz, so thatf 1 was swept over a range
of approximately675 Hz centered at̂f 1&. Similarly, in the
fixed-f 1 paradigm, the frequencyf 1 was fixed at̂ f 1& and f 2

varied over the range

f 25^ f 2&12mD f , m5$2k,2k11,...,k21,k%. ~15!

The extra factor of two guarantees that the resulting value of
2 f 12 f 2 varies over approximately the same range as in the
fixed-f 2 paradigm.

Note that because one of the two primary frequencies
changes during the fixed-f 1 and fixed-f 2 sweeps, the ratior
must depart from its nominal value during the measurements.
In order to provide a simple test of prediction~13! for t1 /t2 ,
we sought to keepr as close tôr& as possible, thereby hold-
ing the predicted proportionality factor,r1 , nearly constant
during the measurements. The largest change inr occurs
during the fixed-f 1 sweeps, for whichr varies over the range

r /^r &'162kD f ^r &/^ f 2&. ~16!

Using our valuesk55 and D f '15 Hz at the typical fre-
quency^ f 2&;9 kHz and ratiô r &51.21 yields a variation of
roughly 2% about̂ r&.

Finally, in the fixed-ratio paradigm, the frequencyf 2

was varied over the range defined by Eq.~15!; at each fre-
quency f 2 , a correspondingf 1 was chosen so thatf 2 / f 1

'^r &. To ensure that our ability to maintain a constant ratio
during the sweep was not systematically compromised by the
frequency quantization imposed by digital stimulus genera-
tion, we modified our data acquisition system to allow the
sampling frequency to vary between measurement points by
up to 610% about its nominal value~59.94 kHz!. This flex-
ibility enabled us to choosef 1 and f 2 values so that the ratio
f 2 / f 1 varied by less than a hundredth of a percent about^r&.

Our stimulus parameters were generally selected with an
eye toward maximizing overall DPOAE levels. For example,
we worked with primary stimulus levels satisfyingL1*L2

~specifically, L15L2110 dB SPL!. Likewise, we sought a
nominal primary frequency ratio satisfying ^r &
'( f 2 / f 1)optimal. Since we required measurements at one
value of ^r& over a wide range of̂f 2&—and since the value
( f 2 / f 1)optimal varies with f 2 ~e.g., Allen and Fahey, 1993;
Schneideret al., 2000!—we chose the valuêr &51.21 as a
compromise that yields good results over a wide range of
frequencies.

To allow time for multiple internal reflections that might
occur within the cochlea to settle into a steady-state re-
sponse, we measuredPdp over time intervals much longer
than the estimated round-trip travel time for cochlear waves
~cf. Shera and Zweig, 1993a!. Real-time artifact rejection
was implemented as described elsewhere~Shera and Guinan,
1999! by comparing the time waveforms in successive data
buffers before adding them to the averaged responses. The
difference between successive data buffers was used to pro-

vide a measure of the noise floor at the frequencies of mea-
surement. Uncertainties in the real and imaginary parts of the
measured pressure were estimated from the noise floor and
used to compute estimates of the uncertainty in pressure am-
plitude and phase using standard formulas for error propaga-
tion ~e.g., Meyer, 1975!.6

3. Analysis methods

We measured DPOAEs in five guinea pigs and found
qualitatively similar results in all animal subjects. Typical
DPOAE measurements are shown in Fig. 1.

To determine phase-gradient-delay triplets$t1 ,t2 ,t r% at
various values of̂ f 2& and ^r&, we extracted DPOAE phase
responses obtained using the three sweep paradigms from the
measured ear-canal pressure using Fourier analysis. In each
case, the DPOAE phase,wdp, was unwrapped by removing
2p discontinuities and corrected for phase variations in the
primaries by subtracting 2w12w2 , wherew1 andw2 are the
measured phases of the primaries.7 Measurement frequency
resolution was always sufficient to prevent ambiguities due
to phase unwrapping. Only phase data for which the corre-
sponding emission amplitudes,uPdpu, were at least 20 dB
above the measured noise floor were analyzed further. When
at least three data points~of the possible 2k11511 per

FIG. 1. A typical set of DPOAEs measured using the three different sweep
paradigms: fixed-f 1 ~s!, fixed-f 2 ~h!, and fixed-ratio~n!. The figure shows
the amplitude~top! and phase~bottom! of the 2 f 12 f 2 distortion product
measured in one guinea pig~animal CAS-52! at the six nominal values of
^ f 2& indicated in the top panel. Each sweep was measured at the nominal
value ^r &51.21 using primary levels of$L1 ,L2%5$60,50% dB SPL. The
solid lines represent best-fit straight lines to the unwrapped phase measure-
ments obtained using weighted least-squares linear regression. To reduce
clutter, the error bars on the measurements, which are used in the fitting
procedure and are typically on the order of 1–2 deg in the phase, are not
shown.
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sweep! satisfied this criterion,8 the selected data and their
uncertainties were plotted against the emission frequency,
f dp, and the parameters of the best-fit straight line~i.e., the
phase-gradient delay and intercept! determined using
weighted least-squares linear regression~e.g., Presset al.,
1992!. Uncertainties in the determined parameters were esti-
mated using bootstrap resampling~e.g., Efron and Tib-
shirani, 1993!.

A small fraction of the computed phase-gradient delays
were obvious outliers. Including these values had negligible
effect on our conclusions but their display required greatly
expanded scales on many of the graphs. We therefore chose
to eliminate them from our initial analysis using an auto-
mated procedure, described here for the fixed-f 1 data. First,
to equalize the variance in the phase-gradient delayt1 across
^ f 2&, the valuest1 measured at a given value of^r& were
multiplied by A^ f 2& ~cf. Neely et al., 1988; Shera and Gui-
nan, 2000a!. The results, pooled across animals, were plotted
against̂ f 2& and a robust loess trend line~Cleveland, 1993!
computed from the scatterplot. Data points were discarded
when their distance from the trend line~i.e., the trend re-
sidual! put them in the 98th percentile or higher, a criterion
based on examination of the residual distribution.9 Identical
procedures and selection criteria were applied, separately for
each sweep type, to the fixed-f 2 and fixed-ratio data. Taken
together, these procedures eliminated roughly 5% of the trip-
lets $t1 ,t2 ,t r%.

B. Empirical correlation between t1 and t2

Figure 2 shows phase-gradient delays versus^ f 2& mea-
sured using each of the three sweep paradigms at^r &51.21
and at primary levels of$L1 ,L2%5$60,50% dB SPL. The data
indicate that botht1 and t2 are positive and generally de-
crease with increasinĝf 2&, in agreement with earlier reports
~e.g., O’Mahoney and Kemp, 1995; Moulin and Kemp,
1996a; Whiteheadet al., 1996; Bowman et al., 1997;
Schneideret al., 1999!. The fixed-ratio phase-gradient de-
lays, in contrast, straddle the linet r50, as predicted by Eq.
~10!. The data indicate thatt1.t2 throughout the measured
range, in qualitative agreement both with the reports cited

above and with Eq.~13!, which predictst1 /t25r1.1 when
evaluated forn51 with the nominal valuêr &51.21. In ad-
dition, inspection of thet1- andt2-trend lines suggests con-
siderable correlation in their values.

We explore further the empirical correlation between the
delayst1 and t2 in Fig. 3~a!. The scatterplot indicates that
the two phase-gradient delays are indeed highly correlated.
Equation~13! predicts that the data will fall about a straight
line through the origin with sloper152/̂ r &'1.653. As
shown in the figure, this simple proportionality quantitatively
captures the major trend in the data.10 Fitting a line to the
data—using a weighted least-squares technique that accounts
for the estimated uncertainties in botht1 andt2 ~e.g., Press
et al., 1992!—yields t15(1.5360.1)t21(0.00560.06),
where the uncertainties in the slope and intercept represent
the 95%-confidence intervals estimated by bootstrap resam-
pling ~e.g., Efron and Tibshirani, 1993!. The importance of
taking measurement uncertainty into account is underscored
by the observation that our estimate of the best-fit straight
line differs substantially from that obtained using standard
linear regression in which uncertainties in the coordinates are
ignored.11 As illustrated in the residual-dependence plots
@Figs. 3~b!, ~c!#, deviations about the predicted line certainly
have a nonrandom component, suggesting additional struc-
ture in the data not accounted for by Eq.~13!. Given the
simplicity of the analysis, however, the overall agreement
between theory and experiment is striking.

Other phase-gradient-delay data in the literature appear
at least qualitatively consistent with the empirical relations
reported here@e.g., Bowmanet al. ~1997!, Table I#. Unfor-
tunately, definitive quantitative comparisons are precluded
by the absence of error bars and the wide range off 2 / f 1

ratios typically employed during the phase measurements
used to determine phase-gradient delays. The work of
Schneideret al. ~1999, 2000; Prijset al., 2000! proves a
happy exception to this rule: In their recent conference report
they show that their measurements oft1 and t2 ~including
DPOAEs with indicesn5$1,2,3%! are generally consistent
with Eq. ~11!, a relation they obtained independently by ex-
ploring the consequences of theoretical assumptions about

FIG. 2. Phase-gradient-delay triples$t1 ,t2 ,t r% and
their estimated uncertainties. Delay triplets (n5164
from 5 ears! were computed from DPOAE phase mea-
surements obtained using three different sweep para-
digms: fixed-f 1 ~s!, fixed-f 2 ~h!, and fixed-ratio~n!.
The nominal value of̂ f 2& is given along the abscissa.
Triplets were measured at the value^r &51.21 using
primary levels of $L1 ,L2%5$60,50% dB SPL. Robust
loess trend lines~Cleveland, 1993! computed from the
data for each sweep paradigm are shown for compari-
son. As predicted, the values oft r straddle the zero
line. Furthermore, thet1- and t2-trend lines suggest
considerable correlation in their values.
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DPOAE generation in a scaling-symmetric, nonlinear
transmission-line model of cochlear mechanics.

C. Why does the simple model work so well?

As illustrated in Fig. 3, the dominant trends in the phase-
gradient-delay data are well captured by the simplest model
consistent with dimensional constraints. In this model—or,
rather, in the entire class of models defined by Eq.~6!—the
primary frequencies themselves are assumed to constitute the
only frequency scales in the problem; distortion-product
phasewdp then depends solely on the ratiof 2 / f 1 . The model
correctly predicts both the approximate proportionality be-
tweent1 andt2 ~see Fig. 3! and the relationt r'0 ~see Fig.
2!. This latter prediction is equivalent to the statement that
distortion-product phase measured using a fixed-ratio fre-
quency sweep is approximately constant~e.g., Kemp and
Brown, 1983; Shera and Guinan, 1999!.

The success of this simple model can be understood as a
consequence of the mechanisms of DPOAE generation
within the cochlea. Considerable evidence now suggests that
DPOAEs are mixtures of emissions generated by two funda-
mentally different mechanisms: nonlinear distortion and lin-
ear coherent reflection~Shera and Guinan, 1999; Talmadge
et al., 1999; Mauermannet al., 1999a; Kalluri and Shera,

2000; Knight and Kemp, 2000b!. For the measurement pa-
rameters in common use@i.e., n.0, L1>L2 , and f 2 / f 1

'( f 2 / f 1)optimal#, the distortion-source component of the
mixture is generally larger than the reflection-source compo-
nent~Talmadgeet al., 1999; Kalluri and Shera, 2000; Knight
and Kemp, 2000b!, and consequently the secular variation of
the DPOAE phase is determined by the mechanisms of non-
linear intermodulation distortion.

Cochlear intermodulation distortion depends upon the
interaction between the two primary traveling waves. When
produced using frequency-scaled stimuli~e.g., with the
fixed-ratio paradigm!, the spatial envelopes of the stimulus
traveling waves simply shift along the cochlear partition as
the stimulus frequencies are varied. This approximate shift
similarity follows from the approximate local scaling sym-
metry ~Zweig, 1976; Siebert, 1968; Sondhi, 1978! manifest
by basilar- and tectorial-membrane transfer functions
~Rhode, 1971; Gummeret al., 1987; Rhode and Cooper,
1996! and neural tuning curves~e.g., Kiang and Moxon,
1974; Liberman, 1978!. Local scaling symmetry implies that
rather than depending on position and frequency indepen-
dently, as might be expected, cochlear mechanical responses
in fact depend on the two variablesx and f primarily in the
combinationf / f cf(x), where f cf(x) is the cochlear position-
frequency map. When the cochlear map is exponential, local
scaling symmetry implies that traveling-wave envelopes are
locally ‘‘shift-similar.’’

The approximate shift-similarity ensures that the ampli-
tude and phase of the primary traveling waves—and hence
any nonlinear interactions between them—remain nearly in-
variant in a coordinate system that moves with the envelope
of the f 2 traveling wave as the primary frequencies are
swept. Otoacoustic emissions recorded using the fixed-ratio
paradigm therefore manifest a nearly constant phase~Shera
and Guinan, 1999!. Consequently, the fixed-ratio phase-
gradient delays,t r , generally straddle the zero line. In the
following section, we demonstrate that the predictionst r

50 andt15rnt2 @Eqs.~10! and ~11!# are not independent:
Any model that predicts one also predicts the other. The
simple model works so well, then, because cochlear me-
chanical responses—and thus the mechanisms of distortion
generation—are themselves ‘‘simple:’’ To a good first ap-
proximation, local scaling symmetry applies and cochlear
mechanical responses are functions of the single dimension-
less variablef / f cf(x).

IV. UNDERSTANDING DEVIATIONS FROM THE
SIMPLE MODEL

Although the simple model discussed above—in which
distortion-product phase depends solely on the ratio of pri-
mary frequencies—accounts for the major trends in the data,
the residual-dependence plots in Fig. 3 clearly hint at addi-
tional structure in the measurements. A clue to the form of
this structure can be found in Fig. 4, which showst1 andt2

in a scatterplot vst r , the fixed-ratio phase-gradient delay.
To render the two data sets more directly comparable, thet2

data have been rescaled by the factorr1 suggested by Eq.
~11!. Careful examination of the scatterplot reveals that the
relationship between the two delayst1 ~circles! and t2

FIG. 3. Empirical correlation betweent1 andt2 . The figure~panel a, top!
shows a scatterplot oft1 vs t2 constructed using the data from Fig. 2. The
simple proportionality with sloper152/̂ r &'1.653 predicted by Eq.~13! is
shown for comparison. The lower panels illustrate the residual dependence
by plotting the deviations from the predicted line in two different ways: vs
t2 ~panel b, center! and vs^ f 2& ~panel c, bottom!. Although the residuals
have a nonrandom component suggesting additional structure in the data not
accounted for by the simple model of Eq.~13!, the theoretical line captures
the dominant trend in the data.
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~squares! varies systematically witht r . In particular, note
that for negativet r ~shown left of center!, the delayt1 is
generally greater thanr1t2 ~so that the circles generally ap-
pearabovethe squares!; for positive t r , however, the rela-
tive magnitudes of these two quantities are reversed~and the
circles appearbelow the squares!.

A. A general relation among the phase-gradient
delays

To elucidate this structure, we return to the general case
described by Eq.~4!. Rewritten using dimensionless vari-
ables, Eq.~4! becomes

wdp5wdp~r ,s;...!, ~17!

where r[ f 2 / f 1 as before. Without loss of generality, we
take the second independent variable to bes[ f 2 / f 0 , where
f 0 represents an additional fixed frequency scale chosen for
convenience.12 Including s among the list of independent
variables thus allowswdp to depend on the absolute primary
frequencies,f 1 and f 2 , rather than simply on their ratio.

The second independent variable modifies the theoreti-
cal phase-gradient delays. As before, derivatives are evalu-
ated using the chain rule. The derivative that definest r in
Eq. ~3! becomes

22pt r[
]wdp

] f dp
U

r

5
]r

] f dp
U

r

]wdp

]r
1

]s

] f dp
U

r

]wdp

]s
. ~18!

Analogous relations hold for the derivatives that definet1

and t2 . Again, the first term in Eq.~18! is zero~sincer is
constant!. Evaluating the derivative]s/] f dpur in the second
term yields13

2p f 2t r52
s

~n11!/r 2n

]wdp

]s
. ~19!

Thus the fixed-ratio phase-gradient delay,t r , is no longer
necessarily zero, in contrast to the results of our earlier
analysis, in whichwdp was assumed to depend only onr. In
a similar manner one obtains expressions fort1 andt2 :

2p f 2t15
1

n S r
]wdp

]r
1s

]wdp

]s D , ~20!

and

2p f 2t25
r 2

n11

]wdp

]r
. ~21!

Equations~19!–~21! can be combined to yield an ex-
pression relating the three phase-gradient delays,

~22!

wherern is defined by Eq.~12!. Equation~22! implies that
not all vectors$x,y,z% represent realizable triplets$t1 ,t2 ,t r%:
Legitimate phase-gradient delay triplets are constrained to a
two-dimensional surface—i.e., the plane defined by Eq.
~22!—in the full three-dimensional space of possibilities.

Equation ~22! is a consequence of Eq.~17! and the
mathematical relationships among the three sweep para-
digms, as defined by the derivatives in Eqs.~1!–~3! and Eq.
~5! for f dp. Equation ~22! therefore constitutesa general
relation that holds for any model. As such, the relation has
no additional physical content. Nevertheless, by providing an
exact relation among measurable quantities, Eq.~22! proves
useful for organizing and understanding the structure in
phase-gradient-delay data. Note, for example, that the direct
proportionality betweent1 andt2 predicted by models in the
class defined by Eq.~6! is recovered in the limitt r→0. The
predictionst r50 and t15rnt2 are therefore not indepen-
dent: Any model that predicts one also predicts the other.
Thus the general relation effectively reduces the problem of
understanding the relative values oft1 andt2 to the problem
of understandingt r ; this latter problem is simplified by the
existence of a ready conceptual framework involving local
scaling symmetry and its breaking.

For the interested reader, we derive Eq.~22! as a special
case of an even more general relation in the Appendix. In the
following sections, we demonstrate that our measurements
satisfy Eq.~22! and then apply it to understand deviations
from the simple model.

B. Comparison with experiment

Equation~22! provides at least a qualitative account of
the trends apparent in Fig. 4: Specialized to the casen51,
Eq. ~22! predicts that when (r121).0, the delayt1 will
appear corresponding greater than~less than! r1t2 according
to whethert r is less than~greater than! zero. We perform a
more quantitative evaluation by rearranging the terms in Eq.
~22! to obtain a relation convenient for plotting in the man-
ner of Fig. 3,

FIG. 4. Additional structure in thet1 and t2 data. The figure shows a
scatterplot oft1 ~s! andr1t2 ~j! vs t r constructed using the data from Fig.
2. Thet2 data have been rescaled by the factorr1 @cf. Eq. ~11!# in order to
make two data sets more comparable. The figure suggests that the relation-
ship betweent1 andt2 varies systematically witht r : At any given value of
t r,0, the delayt1 is usually greater thanr1t2 ~circles above squares!; for
t r.0, however,r1t2 is usually greater thant1 ~squares above circles!.
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~23!

This equation predicts a proportionality, with sloper1

52/̂ r &'1.653, between the quantityy[t11(r121)t r ap-
pearing on the left-hand side and the phase-gradient delay
x[t2 on the right. Figure 5~a! shows that our data satisfy
this relation. Indeed, fitting a straight line to the data—again
accounting for errors in both coordinates—yields empirical
values for the slope and intercept that agree, within estimated
uncertainties, with theoretical predictions. Specifically, the
best-fit slope and intercept have values of 1.6660.04 and
20.01460.024, respectively.14 Furthermore, the residual-
dependence plots@Figs. 5~b!, ~c!# indicate little systematic
variation in the residuals. In addition to illustrating the power
of our phenomenological analysis, the strong quantitative
agreement we find constitutes an important check on the in-
ternal consistency of our data.

1. Eliminating spurious measurements

Consistency with general relation~22! provides an ob-
jective criterion for identifying spurious measurements. To
avoid apparent circularity in the argument, however, we have
not as yet applied this criterion to our data. With Eq.~22!

now established, we proceed to eliminate erroneous phase-
gradient-delay triplets from further analysis.15 For each delay
triplet ~including those previously eliminated based on their
trend residual!, we computed the quantityD[t12r1t2

1(r121)t r . In the absence of measurement noise or other
experimental error, internal consistency of the data requires
D50. We therefore discarded those delay triplets with val-
ues uDu larger than 95% of their companions~a criterion
based on examination of the distribution ofD values!. Only
20% of the triplets eliminated in this way~3 of 14! had failed
the selection test based on trend residuals. Henceforth, all
figures and analysis are based on this revised data set.

C. Intensity-dependence of the phase-gradient delays

Figure 5 illustrates the general relation using phase-
gradient-delay data obtained at one stimulus-level pair
$L1 ,L2%. The general relation, however, holds at all levels
and can be applied to help elucidate the intensity-dependence
of the phase-gradient delays. Figure 6 shows triplets
$t1 ,t2 ,t r% vs L2 , the level of the higher frequency primary
~with L15L2110 dB SPL!. Points connected by solid lines
constitute a level series made in the same ear and at the same
nominal values of̂ f 2& and^r&. Note that most series appear
roughly linear when plotted versus log intensity. We there-
fore quantified the overall dependence on intensity by fitting
a straight line to each level series and averaging the results to
compute the mean slope,dt/dL, for each of the three phase-
gradient delays.@Note that because we varied both primary
levels together~with L15L2110dB SPL!, we write dt/dL,
rather thandt/dL2 , to indicate an overall change in primary
level, rather than a change inL2 specifically.# In agreement
with earlier reports~e.g., Bowmanet al., 1997!, we find a
significant (p,0.01) level dependence in botht1 and t2 .
The mean slopes have valuesdt1 /dL5214.261.6ms/dB
and dt2 /dL521061.5ms/dB, indicating thatt1 varies
more strongly with level thant2 ~again in agreement with
Bowman et al.!. The uncertainties here represent standard
errors of the mean and statistical significance was assessed
by testing the null hypothesis~level-independence! using
permutation tests~e.g., Efron and Tibshirani, 1993; Sprent,
1998!. The mean slope for thet r level series~namely,
dt r /dL523.862.4ms/dB!, although significantly different
from zero (p,0.05), is considerably shallower than the
slopes fort1 andt2 .

In Fig. 6~d! ~right-most panel! we demonstrate that the
$t1 ,t2 ,t r% level series are described by the general relation
~22!. The data points represent values oft1 predicted by Eq.
~22! using corresponding values oft2 and t r taken from
panels~b! and ~c!. As expected, overall agreement is excel-
lent; the measured and predictedt1 level series are statisti-
cally indistinguishable. Note, in addition, that the mean
slopes obtained above can be related by differentiating Eq.
~22! with respect toL. For n51,

dt1

dL
5r1

dt2

dL
2~r121!

dt r

dL
. ~24!

Substituting the valuer152/̂ r & and using our mean-slope
estimates fordt2 /dL anddt r /dL yields the valuedt1 /dL

FIG. 5. Relationship among the phase-gradient delays. The figure~panel a,
top! shows a scatterplot ofy[@t11(r121)t r # vs x[t2 constructed using
the data from Fig. 2. The theoretical line of sloper1 predicted by Eq.~23!
is shown for comparison. As in Fig. 3, the bottom panels illustrate the
residual dependence by plotting the deviations from the predicted line in two
different ways: vst2 ~panel b, center! and vs^ f 2& ~panel c, bottom!. All the
points with large residuals have unusually large estimated uncertainties. The
excellent agreement provides a strong check on the internal consistency of
our data.
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'21463 ms/dB, in close agreement with the empirical
value reported above (dt1 /dL5214.261.6ms/dB). Note
that since thedt r /dL term in Eq. ~24! is relatively small,
most of the difference in level dependence betweent1 and
t2 can be understood as a trivial consequence of the propor-
tionality factor r1.1. @Indeed, simply neglecting the
dt r /dL term in Eq. ~24! yields the estimatedt1 /dL
'216.562.5ms/dB.#

D. Deviations from the simple model

The simple approximate analysis presented and inter-
preted in Sec. III predicts that the phase-gradient-delay ratio
t1 /t2 has the valuern @Eq. ~11!#. More generally, Eq.~22!
implies that the delay ratio has the form

t1 /t25rn~12«sd!, ~25!

where

«sd[~121/rn!
t r

t2
. ~26!

Our sign convention guarantees that«sd andt r usually have
the same sign~since, typically,t2.0 andrn.1!. Equation
~25! thus modifies the simple-model prediction for the ratio
t1 /t2 with a ‘‘correction term’’ proportional tot r /t2 . The
quantity«sd provides a dimensionless measure of the effect
of deviations from scaling on DPOAE phase-gradient delays
~the subscript stands for ‘‘scaling deviations’’!.16 Equation
~25! indicates that the approximate proportionality between
t1 andt2 holds wheneveru«sdu!1; that is, whenever devia-
tions from scaling are small. In the ‘‘scaling limit’’ («sd

→0), the phase-gradient delayst1 and t2 become exactly
proportional. Figure 7 illustrates this analysis by showing
how the delay ratio,t1 /t2 , depends on the value of«sd.
Note that the scales along both axes have been warped to
accommodate the wide range of positive and negative values

FIG. 6. Intensity dependence of phase-gradient-delay
triplets $t1 ,t2 ,t r%. Empirical values oft1 ~s in panel
a, left!, t2 ~h in panel b!, and t r ~n in panel c! and
their estimated uncertainties are plotted vsL2 , the level
of the higher-frequency primary ~with L15L2

110 dB SPL and̂ r &51.21!. Solid lines connect mea-
surements in a level series made in the same ear at the
same values of̂ f 2& and ^r&. Only series consisting of
measurements at three or more different levels are
shown (n526 series!. For comparison, the right-most
panel~d in panel d! shows values oft1 and their un-
certainties as predicted from Eq.~22! using correspond-
ing values oft2 and t r from panels~b! and ~c!. Al-
though all measurements were made atL2 levels
corresponding to integer multiples of 10 dB SPL, theL2

values on the graph were dithered randomly~but iden-
tically in all four panels! to make individual data points
somewhat easier to distinguish.

FIG. 7. Phase-gradient-delay ratiot1 /t2 and its depen-
dence on«sd. The figure showst1 /t2 vs «sd[(1
21/r1)t r /t2 . Since the predicted relation between
these quantities applies independent of stimulus level,
data atL2550 dB SPL~as in Fig. 2! have been pooled
with measurements made atL25$30,40,60% dB SPL
with L15L2110 dB ~for a total ofn5259 triplets in 5
ears!. The scales have been warped to accommodate the
wide range of positive and negative values in the data
~see Note 17!. Both the ordinate and the abscissa are
linear over intervals centered on the dashed lines: The
ordinate is linear for 0,t1 /t2,2r1 ; the abscissa for
u«sdu,1. Both scales are logarithmic outside their linear
range. The solid line shows the theoretical prediction
obtained in Eq.~25!, namely a line of slope2r1 inter-
secting the line«sd50 at the valuer152/̂ r &'1.653.
In the scaling limit («sd→0), the phase-gradient delays
t1 andt2 become exactly proportional.
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represented in the figure.17 Our data verify that departures
from the strict proportionalityt1 /t25r1 predicted by the
simple model are linearly related to deviations from scaling
quantified by«sd.

In addition to an estimate of the magnitude of scaling
deviations, our data provide information about their variation
with location in the cochlea. As demonstrated in Fig. 8,
which shows«sd as a function of̂ f 2&, the data indicate that
scaling deviations are generally small~typically, u«sdu&0.2!
and, on average, slightly positive («sd.0). Larger deviations
from scaling, often corresponding to values of«sd,0, typi-
cally occur at values of̂ f 2& associated with prominent
notches in DPOAE amplitude. Amplitude notches—or, in-
deed, any variation in emission amplitude with frequency
measured using the fixed-ratio paradigm—also constitute de-
viations from scaling. Since DPOAE amplitude and phase
appear strongly correlated, the association noted here is not
surprising. The generally small size of the scaling deviations
evident in Figs. 7 and 8 explains the considerable success of
the simple model@Eq. ~6!# in capturing the major trends in
the data. With regard to variations in«sd along the length of
the cochlea, obvious systematic variations with^ f 2& are not
apparent.

1. Sources of the deviations from scaling

As suggested above, valuest rÞ0 correspond to devia-
tions from scaling symmetry.18 Such deviations can occur on
a variety of frequency scales. For example, although fixed-
ratio DPOAE phase is nearly constant at high frequencies
@for f 2 / f 1'( f 2 / f 1)optimal#, a secular variation in human
DPOAE phase~corresponding tot r.0! occurs at frequen-
cies less than approximately 3 kHz~Shera and Guinan,
1999!. This slow phase variation reflects a gradual breaking
of scaling symmetry in the apical turns of the cochlea, per-
haps corresponding to deviations from scaling at similar fre-
quencies apparent in the shapes of cat auditory-nerve tuning
curves ~e.g., Kiang and Moxon, 1974; Liberman, 1978!.
Measurements of stimulus-frequency-emission phase pro-

vide further evidence for gradual deviations from scaling in
the mammalian cochlea~Shera and Guinan, 2000a, 2000b!.
These deviations—apparent in cats, guinea pigs, and
humans—are in qualitative agreement with trends expected
from the gradual sharpening of neural and mechanical tuning
at high characteristic frequencies. Deviations from scaling
are also apparent over smaller intervals. Although DPOAE
phase appears to vary smoothly when considered over inter-
vals of an octave or more, on smaller scales the phase mani-
fests reproducible ‘‘irregularities’’ or fine structure~e.g.,
O’Mahoney and Kemp, 1995; Moulin and Kemp, 1996a;
Talmadgeet al., 1999, and references therein!. This phase
fine structure, often highly correlated with fine structure in
DPOAE amplitude, is magnified by the computation of phase
derivatives and can yield both positive and negative values
of t r .

Thus nonzero values oft r due to phase microstructure
and other more clearly location-dependent variations indicate
deviations from perfect scale invariance. Possible sources for
nonzero values oft r include~1! the frequency dependence of
middle-ear transfer functions;~2! end effects due to the finite
length of the cochlea~presumably most important at the
highest and lowest frequencies!; ~3! variations in the shapes
of mechanical transfer functions across characteristic fre-
quency; and~4! wave-reflection and interference effects in
the cochlea due to the distributed nature of nonlinear distor-
tion, mixing from multiple emission sources, interactions
with spontaneous emissions, and multiple internal reflection.

Since all of these sources may contribute to some
extent—with magnitudes and signs that presumably vary
from species to species, between subjects, and with charac-
teristic frequency within a given subject—the phase-gradient
delayt r may depend on cochlear mechanics and physiology
in a complicated way. Extracting useful information fromt r

by teasing apart the relative contributions thus becomes a
difficult problem. Some insight, however, can be obtained by
examining the dependence oft r on a primary level. Of the
possible sources enumerated above, items~1! and~2! would

FIG. 8. Deviations from scaling quantified by«sd. Both
panels show the parameter«sd[(121/r1)t r /t2 ~n and
,! and its estimated uncertainty vŝf 2&. The
downwards- and upwards-pointing triangles distinguish
data from different animals@CAS-51 (n568) and
CAS-52 (n575), respectively#. The bottom panel~b!
shows the same data as the top~a! on an expanded
vertical scale~axis on the left!. For comparison, the
bottom panel also shows corresponding DPOAE levels,
Ldp , measured at primary stimulus levels of$L1 ,L2%
5$60,50% dB SPL and f 2 / f 151.21 ~m and . con-
nected by solid lines; axis on the right!. As quantified
by «sd, deviations from scaling are usually small
(u«sdu&0.2) and slightly positive. Larger deviations,
typically negative~cf. Fig. 7!, often occur at̂ f 2& values
associated with prominent notches in DPOAE ampli-
tude.
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be expected to yield values oft r that are nearly independent
of stimulus intensity. Sources~3! and, especially,~4!, how-
ever, could generate significant variation across level since
their effects presumably depend on the relative amplitudes
and phases of interfering waves, both of which can change
substantially with level.

Support for this reasoning comes from cochlear-model
simulations of the effect of DPOAE fine structure ont r . As
illustrated in Fig. 9, we simulated human DPOAEs using two
variants of the model of Talmadgeet al. ~1998!.19 The two
models, denoted ‘‘smooth’’ and ‘‘irregular,’’ are identical in
every way but one: In the smooth cochlea, the mechanical
parameters characterizing the organ of Corti vary smoothly
with position; in the irregular cochlea, random microme-
chanical impedance perturbations are densely arrayed along
its length. The traveling wave scatters off these perturbations
as it propagates, generating reflection-source emissions
through the mechanism of coherent reflection filtering

~Shera, 1992; Shera and Zweig, 1993b; Zweig and Shera,
1995!. As illustrated in Fig. 9~a!, DPOAE fine structure then
results from the mixing of reflection- and distortion-source
emissions in the model ear canal. In the smooth cochlea,
reflection-source emissions and DPOAE fine structure are
entirely absent.

The considerable effect of wave-interference
phenomena—in this case, the mixing of reflection- and
distortion-source emissions—is evident in the very different
values oft r obtained in the two models@see Fig. 9~b!#. In the
absence of DPOAE fine structure~smooth cochlea!, t r is
small and essentially independent of both frequency and
level. The small negative value oft r ~positive phase slope!
apparent in the figure results from mechanism~2! discussed
above, namely weak deviations from scaling caused by the
finite length of the cochlea~Tubis et al., 2000b; see also
Zweig and Shera, 1995, footnote 19!. The presence of
DPOAE fine structure~irregular cochlea! changes this pic-
ture dramatically: predicted values oft r , now much larger
and of either sign, can vary considerably with both frequency
and level. Ultimately, these deviations from scaling due to
wave interference effects arise from a more fundamental
breaking of scaling symmetry caused by the existence of
small, place-fixed perturbations in the mechanics that par-
tially reflect the traveling wave~Shera and Zweig, 1993b;
Zweig and Shera, 1995!.

In Fig. 10 we look for similar effects in our data. The
two panels in the figure show values oft r and their estimated
uncertainties measured as a function ofL2 ~with L15L2

110 dB SPL!. As in Fig. 6, points connected by solid lines
constitute a level series made in the same ear and at the same
nominal values of̂ f 2& and ^r&. If t r were always indepen-
dent of level, each level series would appear approximately
horizontal on the graph, with the only variation due to un-
certainty in the measurement. Many level series are indeed
roughly horizontal~top panel!; a sizable fraction~roughly
half!, however, vary considerably more than can be ac-
counted for by measurement uncertainty alone~bottom
panel!. These results suggest that nonlinear mechanisms,
such as the wave-reflection and interference effects simu-
lated in Fig. 9, constitute a significant source of scale-
invariance deviations.

V. DISCUSSION

Experimental and theoretical investigations are often
considerably simplified by exploiting symmetries and con-
straints, exact or approximate, arising both from universal
physical principles~e.g., causality, covariance, dimensional
homogeneity! and from the particular dynamics of the sys-
tem ~e.g., linearity, reciprocity, analyticity properties such as
minimum-phase behavior, scaling!. Applying this general
lesson, we have used simple phenomenological arguments,
which make no detailed assumptions concerning the under-
lying cochlear mechanics, to establish relationships among
the fixed-f 1 , fixed-f 2 , and fixed-ratio DPOAE phase-
gradient delays (t1 , t2 , and t r! that find good agreement
with experimental data. Indeed, the dominant trends in the

FIG. 9. Simulated DPOAE fine structure and its effects ont r . The figure
shows fixed-ratio DPOAE phase~panel a, top! and values oft r ~panel b,
bottom!, computed for the human ear using two variants of the model of
Talmadgeet al. ~1998!. The only difference between the two models is the
presence~solid symbols! or absence~s! of random micromechanical im-
pedance perturbations~and, thus, the presence or absence of reflection-
source emissions and DPOAE fine structure!. The top panel shows DPOAE
phase vs frequency computed at 25-Hz intervals withL15L2530 dB SPL
and f 2 / f 151.225; the smooth interpolant was obtained using cubic spline
interpolation. The five solid symbols~d, j, m, ., l! are used in rotation
and appear again in the bottom panel to help distinguish series at different
frequencies. The bottom panel shows corresponding values oft r together
with values calculated at higher primary levels~connected in level series by
solid lines!. The numerals 1–7 identify series computed at frequencies span-
ning one full cycle of DPOAE fine structure~see top panel!. In the smooth
cochlea, the level series obtained at different frequencies are indistinguish-
able on the scale of the graph.
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phase-gradient-delay data are shown to be well captured by
the simplest class of models consistent with dimensional
constraints.

To understand deviations between the simple model and
experiment, we derived a general equation relating the three
phase-gradient delays. Since the general relation is model-
independent and exact, it provides a powerful consistency
check on DPOAE phase-gradient-delay measurements and a
tool for organizing and understanding the structure in
DPOAE phase data. For example, the general relation re-
duces the much-debated problem of understanding the rela-
tive values oft1 and t2 , and their dependence on cochlear
physiology, to that of understandingt r—a more theoretically
tractable case because of its relation to local scaling symme-
try.

In the limit of perfect scaling (t r→0), the general rela-
tion reproduces the predictions of the simple model, namely
an exact proportionality betweent1 andt2 characterized by
a proportionality constant,rn , dependent on the index,n, of
the distortion product and thef 2 / f 1 ratio. An approximate
proportionality holds whenever deviations from scaling are
small. We quantified the magnitude of deviations from scal-
ing in DPOAE phase-gradient delays by introducing the di-

mensionless parameter«sd, defined by Eq.~26!. As mea-
sured by«sd, deviations from scaling manifest in our data
are typically small (u«sdu&0.2), except in frequency regions
associated with prominent notches in DPOAE amplitude.
Since the corresponding DPOAE phase is nearly independent
of frequency~Shera and Guinan, 1999!, we expectu«sdu!1
whenever fixed-ratio DPOAEs are dominated by backward-
traveling waves created by nonlinear distortion@e.g., for n
.0, L1>L2 , and f 2 / f 1'( f 2 / f 1)optimal#. Exploration of the
intensity dependence oft r suggests that both linear and non-
linear mechanisms contribute significantly to deviations from
scaling. Intensity-dependent mechanisms contributing to
such deviations include cochlear-reflection and wave-
interference effects, such as those associated with the mixing
of distortion- and reflection-source emissions~as in DPOAE
fine structure!.

Thus by exposing directly much of the underlying struc-
ture in DPOAE phase-gradient delays, and by doing so in a
manner unobscured by extraneous theoretical assumptions,
our simple phenomenological approach highlights the origin
of that structure in fundamental properties of cochlear me-
chanics~e.g., in scaling symmetry and its deviations!.

A. Implications for noninvasive estimates of cochlear
tuning

On the basis of intuitive conceptual arguments about
wave propagation in the cochlea, several recent studies have
suggested that relative DPOAE phase-gradient delays can be
used to provide a noninvasive measure of cochlear tuning.
Moulin and Kemp~1996b!, for example, argue that the la-
tency ratiot1 /t2 reflects the ‘‘sharpness’’ of the spatial pat-
tern of the traveling wave within the cochlea, supporting
their arguments with a comparison between the frequency
dependence oft1 /t2 and psychophysical estimates of the
relative bandwidths of tuning. Bowmanet al. ~1998! go fur-
ther by attempting to determine the parameters of gamma-
tone models of human auditory filters from DPOAE mea-
surements. They begin by supposing the total cochlear delay
partitioned into components corresponding to ‘‘wave-travel
time’’ and ‘‘filter-build-up time.’’20 They then argue that
these two delay components can be extracted from DPOAE
phase gradients. Their formulation implies, for example, that
the relative delay attributable to ‘‘filter-build-up time’’ ver-
sus ‘‘wave-travel time’’ can be estimated, for thef 2 traveling
wave, from the relation

filter-build-up time

wave-travel time
'

t12t2

t2
5t1 /t221. ~27!

Auditory filter shapes are then approximated by requiring
that gammatone-filter group delays match the estimated
‘‘filter-build-up times’’ for various values off 2 .

Our results, however, demonstrate that neither of these
proposals has any compelling theoretical basis, even in the
idealized cases their proponents analyze~e.g., when wave-
reflection and interference phenomena due to multiple
DPOAE sources can be neglected!. Consider, for example,
the Bowmanet al. ~1997! argument sketched above. Al-
though ‘‘wave-travel’’ and ‘‘filter-build-up’’ times are never
precisely defined, Bowmanet al. certainly intend them to

FIG. 10. Intensity dependence oft r . Empirical values oft r and their esti-
mated uncertainties are plotted vsL2 , the level of the higher-frequency
primary ~with L15L2110 dB SPL and̂ r &51.21!. Solid lines connect mea-
surements in a level series made in the same ear at the same values of^ f 2&
and^r&. The level series are separated into two groups~which happen to be
of roughly equal size! based on their variation with level. The bottom panel
~b! shows those series (n536) whose mean variance is significantly greater
than that expected by chance (p<0.05, as determined by Monte Carlo simu-
lation!, given the estimated measurement uncertainties. The top panel~a!
shows the remaining series (n538), whose variation with level falls within
the range expected by chance alone. As in Fig. 6, theL2 values on the graph
were dithered randomly to make individual data points somewhat easier to
distinguish.
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depend on parameters of cochlear mechanics~e.g., on the
stiffness of the cochlear partition or on characteristics of the
filters whose responses are building up!. But in the idealized
case they consider—for which local scaling applies—our
analysis demonstrates that the phase-gradient-delay ratio ap-
pearing in Eq.~27! has the valuet1 /t2'2/r 52 f 1 / f 2 . In
other words, the empirical, emission-based estimates of rela-
tive ‘‘wave-travel’’ and ‘‘filter-build-up’’ times that under-
gird the proposed proceduredepend only on the particular
stimulus configuration employed during the DPOAE mea-
surement~i.e., the primary frequency ratio! and do not de-
pend on any aspect of cochlear mechanics other than local
scaling symmetry~e.g., the sharpness of the cochlear
filters!.21 Similar remarks apply to the latency ratio discussed
by Moulin and Kemp~1996b!. In short, our simple phenom-
enological analysis undercuts these proposals by providing a
quantitative account of the relevant data—namely, the longer
delays~i.e., t1.t2! and greater intensity dependence~i.e.,
udt1 /dLu.udt2 /dLu! observed using the fixed-f 1 sweep
paradigm—without reference to ‘‘filter-build-up times’’ or
other elusive concepts.

In the real world, if not always in the idealized models
amenable to intuitive argument, the DPOAE phase-gradient-
delay ratiot1 /t2 does, of course, contain information about
cochlear mechanics@i.e., through its dependence on«sd as
indicated in Eq.~25!#. This information, however, is present
in a form not readily recovered by hand-waving conceptual
analyses. Our general relation, coupled with the obvious
complexity of the data~e.g., Fig. 10!, indicates that extract-
ing valid and reliable information about cochlear physiology
from DPOAE phase-gradient delays requires coming to grips
with a jumble of nonlinear wave-interference effects and
other deviations from scaling.

As illustrated here, much of the difficulty in interpreting
evoked otoacoustic emissions arises because of interference
effects due to the mixing of emissions originating both from
different spatial locations~e.g., Kim, 1980; Gaskill and
Brown, 1990; Brownet al., 1996; Engdahl and Kemp, 1996;
Brown and Beveridge, 1997; Heitmannet al., 1998; Fahey
and Allen, 1997; Siegelet al., 1998! and, more fundamen-
tally, by different physical mechanisms within the cochlea
~Shera and Guinan, 1999; Talmadgeet al., 1999; Mauer-
mannet al., 1999a, 1999b; Kalluri and Shera, 2000; Knight
and Kemp, 2000b!. Mitigating these interpretive difficulties
as much as possible by focusing first on the simplest cases—
namely, the different emission types measured separately
rather than in confounding combination—thus represents an
attractive strategy for understanding DPOAEs.

Fortunately, several promising methods now exist for
unmixing emissions. For example, the reflection- and
distortion-source components of DPOAEs can often be ef-
fectively dissected from the total emission using techniques
based on selective suppression~Kemp and Brown, 1983;
Heitmannet al., 1998; Siegelet al., 1998; Kalluri and Shera,
2000! and/or on emission latency, such as phase-rotation av-
eraging~Whiteheadet al., 1996; Talmadgeet al., 1999! or
time windowing ~Kalluri and Shera, 2000; Knight and
Kemp, 2000a!. Perhaps simplest of all, reflection-source
emissions can be studied directly using stimulus-frequency

or transient emissions evoked by sufficiently low-level
stimuli.

When pursued within an appropriate interpretive frame-
work, simplification through unmixing or other means shows
considerable potential as a strategy for understanding OAEs
and the information they carry back to the ear canal about
cochlear function. Consider two examples that focus on OAE
phase. For distortion-source emissions detailed models of
their phase-gradient delays are now appearing~e.g., Schnei-
der et al., 2000; Tubiset al., 2000b!; careful comparisons
between such models and experiment will establish how
these delays depend on parameters of cochlear mechanics.
And for reflection-source emissions, the model of coherent
reflection filtering ~Shera and Zweig, 1993b; Zweig and
Shera, 1995; Talmadgeet al., 1998! provides a quantitative
theoretical foundation for using these emissions to probe co-
chlear function. Preliminary applications of the theory to
stimulus-frequency-emission phase-gradient delays~Shera
and Guinan, 2000a, 2000b! confirm the rich potential inher-
ent in OAE phase measurements for obtaining valuable new
information about cochlear tuning.

ACKNOWLEDGMENTS

We gratefully acknowledge the help of Leslie Liberman,
who assisted with animal care and preparation, and the ef-
forts of Jont Allen, Paul Fahey, John Guinan, Radha Kalluri,
William Peake, Susan Voss, and two anonymous reviewers,
all of whom provided valuable comments on the manuscript.
Finally, we thank Laurel Carney, who asked whether relative
DPOAE phase-gradient delays provide a noninvasive mea-
sure of cochlear tuning. This work was supported by Grant
Nos. R01 DC03687 and R29 DC03094 form the NIDCD,
National Institutes of Health.

APPENDIX: THE GENERAL RELATION REVISITED

In this Appendix we obtain our general relation~22! as a
special case of an even more general equation. Consider two
arbitrary functions,p(x,y) andq(x,y), that depend continu-
ously on two variables,x and y. @In the specific case of in-
terest, revisited at the end, these two functions correspond to
2wdp( f 1 , f 2)/2p and f dp( f 1 , f 2), respectively.# We wish to
compute derivativest[dp/dq under certain special condi-
tions ~i.e., fixed-x, fixed-y, and fixed-r, wherer[y/x!. To-
ward this end, we compute the differentialsdp anddq:

dp5px]x1py]y, ~A1!

dq5qx]x1qy]y, ~A2!

where we adopt the notational shorthandpx[]p/]x, and
similarly for the other partial derivatives. Whendq is non-
zero, the desired derivative,dp/dq, becomes

t[
dp

dq
5

px]x1py]y

qx]x1qy]y
. ~A3!

Consider now our three special cases:
Fixed-x: In this case,]x50; consequently,
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tx[
dp

dqU
x

5
py

qy
. ~A4!

Fixed-y: In this case,]y50; consequently,

ty[
dp

dqU
y

5
px

qx
. ~A5!

Fixed-r: In this case,]r 50, where r[y/x; conse-
quently,]y5r ]x, and

t r[
dp

dqU
r

5
px1rpy

qx1rqy
. ~A6!

Note that we can use Eq.~A6! to obtain a relation among the
three derivativestx , ty , andt r by using definition~A4! to
replacepy by the productqytx ~andpx by qxty!. By doing so
we obtain the general equation

~A7!

We could, of course, have chosen to replaceqy by py /tx and
so on; Eq.~A7! would then have involved partial derivatives
of p(x,y) rather than ofq(x,y). The choice is a matter of
convenience; in our application, we know the functional
form of q but not ofp.

We now apply this general relation to DPOAE phase-
gradient delays. We wish to obtain the fixed-f 1 , fixed-f 2 ,
and fixed-r derivatives of DPOAE phase as defined by Eqs.
~1!–~3!. The functionsp(x,y) and q(x,y) therefore corre-
spond to the functionsp(x,y)°2wdp( f 1 , f 2)/2p and
q(x,y)° f dp( f 1 , f 2), where, for odd-order distortion prod-
ucts,

f dp~ f 1 , f 2!5~n11! f 12n f2 ~n5...,23,22,1,2...!.
~A8!

The required derivatives follow immediately:

$qx ,qy%°H ] f dp

] f 1
,
] f dp

] f 2
J 5$n11,2n%. ~A9!

Substituting these values into Eq.~A7! yields the general
relation ~22! obtained in the text.

As another application, we derive a corresponding rela-
tion valid for even-order distortion products, for which

f dp~ f 1 , f 2!5m~ f 22 f 1! ~m51,2,...!. ~A10!

The derivatives are simply$qx ,qy%°$2m,m%. Therefore,

t15t2 /r 1~121/r !t r ~even order!, ~A11!

independent ofm.

1Distortion products with indicesn>1, for which f dp is less than the primary
frequencies, are known as lower-side-band DPOAEs~or apical DPOAEs
because their characteristic places are closer to the cochlear apex than those
of the primaries!. Distortion products withn<22, for which f dp is greater
than the primary frequencies, are known as upper-side-band~or basal!
DPOAEs. Indicesn50 andn521 correspond to the primary frequencies
themselves.

2In the literature, the fixed-f 2 paradigm is usually described as ‘‘swept-f 1 .’’
For clarity, and consistency with the fixed-ratio paradigm, our nomencla-

ture emphasizes the frequency~or parameter! held fixed during the mea-
surement rather than one of the several~e.g., f 1 , f 2 , and f dp! that may be
varied.

3A light-smoot is the time it takes light to travel a distance of one smoot in
vacuum. One light-smoot is approximately 5.67731029 s ~Leibowitz,
1990!.

4The value of]r /] f dpu f 2
can be obtained by writing the defining equation for

f dp in the form

fdp5@~n11!/r 2n# f 2 .

Since f 2 is constant,] f dp /]r u f 2
52(n11) f 2 /r 252(n11) f 1 /r . Simi-

larly, the value of]r /] f dpu f 1
follows from the equation

fdp5@~n11!2nr# f 1 ;

since f 1 is constant,] f dp /]r u f 1
52n f1 .

5By analyzing scaling-symmetric models for distortion emissions, Schneider
et al. ~2000!, Talmadgeet al. ~2000!, and Tubiset al. ~2000a! have ob-
tained this relation independently.

6To compute uncertainties in pressure amplitude and phase we used error-
propagation formulas valid to second order; second-order approximations
were necessary in this case because first-order terms could vanish.

7In practice, this correction had negligible effect because our in-the-ear ear-
phone calibrations guaranteed that the stimulus tones had constant starting
phase in the ear canal.

8For more than 85% of the sweeps, all 11 points satisfied the selection
criterion; less than 2% of the sweeps had 4 or fewer points.

9Our initial data-selection criteria, based on trend residuals, may preferen-
tially eliminate data from intervals over which the data vary rapidly with
^ f 2&. Later, when reducing the potential for such bias becomes important,
we adopt an alternate selection criterion~described in Sec. IV B 1! based on
the results of Sec. IV A.

10Additional measurements~not shown here! taken at other primary levels
and at other values of̂r&—as well as more limited data from human
subjects—support this conclusion.

11Fitting a line using standard linear regression yields the linet15(1.28
60.15)t21(0.1760.06) and a corresponding correlation coefficient of
r corr

2 50.78.
12Although our analysis does not depend on the value or physical interpre-

tation of this additional frequency scale, a natural choice forf 0 would be
the characteristic frequency at the basal end of the cochlea. With this
identification,2 log(s) becomes proportional to the location of the peak of
the f 2 traveling wave~in the basal turn of the cochlea, where the cochlear
mapping between frequency and position is logarithmic!.

13The derivative]s/] f dpu r can be written in the form

]s

]fdp
U

r

5
]s

] f 2

] f 2

] f dp
U

r

,

with s5 f 2 / f 0 , the derivative]s/] f 251/f 05s/ f 2 . Similarly, the deriva-
tive ] f 2 /] f dpu r follows immediately from the expression

fdp5@~n11!/r 2n# f 2 .
14Fitting a line using standard linear regression in which uncertainties in the

coordinates are ignored yields estimates for the slope and intercept of
1.5960.08 and 0.0260.04, respectively. The corresponding correlation
coefficient has the valuer corr

2 50.97.
15Interactions between the measured DPOAE and a strong nearby spontane-

ous emission~SOAE! provide one possible cause of erroneous phase-
gradient measurements. Unfortunately, we performed no systematic
screening for SOAEs in our animals and so cannot explore this possibility
further. We note, however, that SOAEs at frequencies greater than 2 kHz
appear relatively uncommon in guinea pigs~Ohyamaet al., 1991!.

16General relation~22! implies that the scaling-violation parameterS
[t1 /r1t2 used by Tubiset al. ~2000b! has the valueS512«sd.

17We define here the transformation used to warp the axes in Fig. 7. Letz
denote the quantity represented along the axis~e.g.,«sd, for the abscissa!.
The axis warping is defined so that valuesẑ(z) are arrayed uniformly
along the axis. The transformationẑ is defined by the compositionẑ(z)
5a21(W(a(z))), where the affine transformation,a, is defined bya(z)
5(z2z0)/z1 , and the warping,W, by

W~g!5Hg for ugu<1

sgn~g!@log~ugu!11# for ugu.1
.
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In this expression, the signum function, sgn, yields the sign of its argu-
ment. For the abscissa in Fig. 7,z5«sd, with z050 andz151; for the
ordinate,z5t1 /t2 , with z05z15r1 .

18The converse, however, does not hold. Although sufficient to yieldt r

50, scaling is not necessary because the multiple deviations discussed
below can, in principle, combine int r with opposite signs and cancel one
another.

19Model parameter values were modified slightly from those of Talmadge
et al. ~1998! in order to achieve a better match to human fine-structure
spacings.

20Although not the issue here, this dichotomy strikes us as specious and any
such division as essentially arbitrary.@An anonymous reviewer summa-
rized the point nicely: ‘‘In cochlear mechanics, the ‘filter-build-up time’ is
inseparable from the ‘wave-travel time’ because the wave amplitude
builds up while it is traveling.’’# We therefore agree with de Boer~1997!,
whose analysis underscores the artificiality of regarding the total delay as
somehow precisely and meaningfully divisible into components represent-
ing ‘‘wave-travel’’ and ‘‘filter-build-up’’ time. So lest we unintentionally
contribute to the reification of these dubious concepts, we place the terms
in quotation marks, mindful of the fallacy identified by John Stuart Mill
~1874!,
The tendency has always been strong to believe that whatever received a
name must be an entity or being, having an independent existence of its
own. And if no real entity answering to the name could be found, men
did not for that reason suppose that none existed, but imagined that it was
something particularly abstruse and mysterious.

21Tubis et al. ~2000b! provide a concrete illustration of the decoupling of
the issue of filter sharpness from the value of the ratiot1 /t2 . Working in
the context of a specific cochlear model, they find that the assumption of
scale-invariance of the wavelength gives approximate scale-invariance of
the DPOAE phase, and hence Eq.~11!, to a good approximation. By itself,
however, the assumption of scale-invariance of the wavelength tells one
nothing about the actual sharpness of the cochlear filters.
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APEX, an acronym for computerApplication forPsycho-Electrical eXperiments, is a user friendly
tool used to conduct psychophysical experiments and to investigate new speech coding algorithms
with cochlear implant users. Most common psychophysical experiments can be easily programmed
and all stimuli can be easily created without any knowledge of computer programing. The pulsatile
stimuli are composed off-line using custom-madeMATLAB ~Registered trademark of The
Mathworks, Inc., http://www.mathworks.com! functions and are stored on hard disk or CD ROM.
These functions convert either a speech signal into a pulse sequence or generate any sequence of
pulses based on the parameters specified by the experimenter. The APEX personal computer~PC!
software reads a text file which specifies the experiment and the stimuli, controls the experiment,
delivers the stimuli to the subject through a digital signal processor~DSP! board, collects the
responses via a computer mouse or a graphics tablet, and writes the results to the same file. At
present, the APEX system is implemented for theLAURA ~Registered trademark of Philips Hearing
Implants! cochlear implant. However, the concept—and many parts of the system—is portable to
any other device. Also, psycho-acoustical experiments can be conducted by presenting the stimuli
acoustically through a sound card. ©2000 Acoustical Society of America.
@S0001-4966~00!00912-7#

PACS numbers: 43.66.Ts, 43.58.Ta@SLE#

I. INTRODUCTION

Until now, numerous psychophysical experiments have
been conducted with cochlear implant users. These provide a
better understanding of the perceptual effect of varying the
parameters of electrical stimulation such as current ampli-
tude, stimulation mode, pulse rate or frequency, place of
stimulation, pulse width, or more complex parameters such
as the modulation depth of amplitude modulated pulse trains
and the duration of a silent gap between successive pulse
trains. Various methods are used to obtain quantitative mea-
sures of the effect of these parameter variations, such as the
method of adjustment, method of limits, method of constant
stimuli, rating scales, and triad experiments~Stevens, 1951!.
Also, several researchers have developed new speech pro-
cessing algorithms to enhance the implantee’s speech per-
ception or to investigate the effect of parameter variations of
known algorithms on speech intelligibility.

For psychophysical experiments and the evaluation of
speech processors, an interface is needed that connects a per-
sonal computer~PC! to the cochlear implant, enabling the
delivery of the electric stimuli to the subject under test. Pref-
erably, the PC program also controls the experiment. The
cochlear implant manufacturers provide some tools to build
such a setup, but some specific technical knowledge is still
indispensable to carry out any experiment. This article de-
scribes a computer tool that allows any researcher to pro-
gram an experiment and create the stimuli with no knowl-
edge of either computer programing or electrical

engineering. Currently, this tool is implemented for experi-
ments with theLAURA cochlear implant,1 and the stimuli can
vary within all technical degrees of freedom of this device.
However, the concept—and many parts of the system—is
portable to any implant system.

II. GENERAL DESCRIPTION

A schematic representation of APEX is shown in Fig. 1.
The experiment is controlled by the PC programApex.exe,
which runs on the Windows 95 operating system. The input
of the program is a simple text file, which contains all pa-
rameters specifying the experiment~top left!. No specific
programing skills are required to define a new experiment.
Stimuli are created off-line inMATLAB ,2 enabling easy and
flexible manipulation of all stimulus parameters. Several
custom-madeMATLAB functions are available for stimulus
generation, i.e., functions that convert sampled speech to
pulse sequences and functions that generate stimuli specified
by the input parameters. At this level, the amplitudes of the
current pulses are not yet patient dependent, so the same
stimuli can be used for all subjects. The stimuli can be stored
in files on hard disk or CD ROM~top right!. The PC pro-
gram loads the required files during the experiment and
sends the data to a DSP board~bottom left!, together with
some subject and implant dependent parameters. The DSP
program converts the subject independent amplitudes to cur-
rent values within the subject’s dynamic range. A fast link
connects the DSP to a BTE hearing aid of the same type as
the one all subjects use. The DSP program also generates the
signal containing the code for each current pulse and sends it
through the link. The subject can give his response on a
graphics tablet, which usually is the number of the stimulus

a!Electronic mail: Luc.Geurts@uz.kuleuven.ac.be
b!Electronic mail: Jan.Wouters@uz.kuleuven.ac.be
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in a series of possible responses or a speech token from a
closed set. Alternatively, a mouse can be used. The PC pro-
gram collects the responses, calculates some statistical val-
ues, and appends the results to the input text file.

III. HARDWARE

Three important requisites are imposed on the hardware.
First, it may not induce additional limitations on the perfor-
mance of the internal part of the cochlear implant. Second,
the whole setup should be portable, enabling participating
subjects to be tested at their homes. Third, to limit the risks
to the patient, no galvanic coupling is allowed between com-
puter and implant. Therefore, information about the current
pulses to be generated and the power for the internal elec-
tronic circuits is preferably transmitted trancutaneously
through two inductively coupled coils, as is the case with the
LAURA device. The subject should be able to easily remove
the external coil, if a stimulus sounds very loud or irritating.
Two additional securities of theLAURA device limit the risks
even further. First, if there is an error in the code received by
the internal processor, no current pulse will be generated.
Second, there is a built-in technical limit on the highest cur-
rent that can be generated of about 1.5 mA.

The current implementation for theLAURA device con-
sists of a laptop computer with 486DX processor, which is
inserted in a docking station holding the TMS320C303 DSP
board. The board is connected to the PC via an ISA bus. The
DSP processor on this board contains integer and floating-
point arithmetic units and parallel and serial interfaces. The
processor is capable to perform 16.7 million instructions per
second. The board contains 256 kB of RAM memory, of
which 64 kB is directly accessible from the PC. Further, the
board contains two 16-bit A/D and D/A convertors, two se-
rial ports and a 16-bit wide parallel interface, DSPLINK, of
which three pins used for the connection to the cochlear im-

plant. The subject can give his or her response with a pen
and a graphics tablet~ACECAT II4!, which is connected to the
PC through the serial port.

IV. SOFTWARE

A. Requisites

The experimenter who creates the stimuli and designs
the experiment should not have to be familiar with computer
programing. The stimulus editing software should be simple
and easy to work with. Another requirement is that all de-
grees of freedom of the internal part can be exploited.5 It is
also desirable that all parameters specifying the experiment
can easily be set, preferably in a simple text file. The soft-
ware should be applicable to all patients, so it must take
account of possible technical differences between their de-
vices. Also, not all subject dependent stimulus parameters
are known in advance, such as the optimal current levels.
Mostly, these are determined during a so-called fitting pro-
cedure. The software should allow easy and fast manipula-
tion of these subject data. In short, the generated stimuli
should be independent of subject parameters, and the soft-
ware should be able to fit these stimuli to the subject under
test.

B. MATLAB functions

The stimuli are either the output of a speech processing
algorithm or consist of a pulse sequence of which the stimu-
lation parameters are set by the experimenter. Instead of gen-
erating the stimuli in real time on the DSP processor, these
are created off-line using custom-madeMATLAB functions,
which have several benefits compared to DSP programs—
programming, debugging, changing, and extendingMATLAB

code is easier, the user interface is more flexible, the output
can be verified easily and several toolboxes are available
containing useful functions, such as the Signal Processing
Toolbox. TheMATLAB functions are either speech processing
algorithms, converting an array of speech samples at the in-
put into a pulse sequence, or synthesizers of more elemen-
tary stimuli as specified by the input parameters. Although
each pulse within a stimulus can be applied on any stimula-
tion channel with any amplitude, there is generally a logic
structure in such a stimulus. So, a limited set of simple func-
tions is sufficient for most desired stimuli. The currently cre-
ated functions always operate on one channel and enable the
following: generation of a regular pulse train~i.e., amplitude
and inter-pulse interval are constant throughout the stimu-
lus!, modulation of this pulse train with some function~e.g.,
a sine wave!, application of some gating function at the on-
set and the off-set, deletion of the pulse train on a particular
channel, and creation of a plot that displays the stimulus on a
time scale for each channel. For multiple-channel stimuli, the
functions are applied on each channel, and, if applicable,
delays between the pulse trains or the modulating functions
can be set. Stimuli can also easily be concatenated in
MATLAB . At this level, the electrode channels and the ampli-
tudes are not patient dependent. During the experiment, each
channel is mapped to one of the implant channels and the
value of the amplitude will be mapped within the subject’s

FIG. 1. Schematic representation ofAPEX. The arrows indicate the direction
of the information flow.~DSP: Digital Signal Processor; BTE: Behind The
Ear.!
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dynamic range on that channel in real time. After editing, the
stimulus is verified and compressed before it is saved in a
file. In the verification step, it is checked that there are no
impossible stimulation patterns~e.g., simultaneous pulses for
a device that does not permit this!. In the compression step,
the stimulus is transformed to another format in order to
utilize as few bits as possible.

In the case of theLAURA implementation, stimuli are
defined in a matrix with twice as many columns as there are
channels, and as many rows as ten times the length of the
stimulus in milliseconds. Every row corresponds to a 100ms
interval and contains the pulses that will be applied during
that interval. The amplitudes are specified in the first half of
the columns, the modes in the second half. Every column in
each half corresponds to one channel. The value of the mode
specifies the length of the biphasic pulse~40 or 100 ms/
phase! and its polarity~apical or basal electrode cathodic
first!. An example illustrating how a stimulus is generated in
MATLAB is given in Appendix A.

In addition, there are a few moreMATLAB functions that
are part of the APEX system, but that are not intended to
generate stimuli. In some experiments, stimuli are presented
in a random order, e.g., in word or phoneme identification
experiments or when the method of constant stimuli is used.
Several functions are available for the generation of a ran-
dom list of numbers appropriate for the experiment. There is
also one function that calculates the information transfer
from a confusion matrix, as suggested by Miller and Nicely
~1955!.

C. PC program

The PC program is the core of the APEX system and
controls every action during the running of the experiment. It
is written in Visual C11 ~Microsoft Developer Studio 4.0!,
and the object oriented design contains several classes cor-
responding to different psychophysical methods. The pro-
gram recognizes the class by the extension of the input text
file, and reads all the parameters specifying the experiment.
In general, a series of stimuli is presented to the subject
under test, who has to make a judgement about these stimuli.

S/he gives a response using the graphics tablet or the mouse.
The program collects and summarizes all the responses, and
in some cases calculates one or more statistical measures
~e.g., average scores, confusion matrices, ...!. The results are
appended to the input text file, so that both the conditions
and the results of the experiment are always stored in one
file. A general flow-chart for the classes implemented in the
PC program is given in Fig. 2. The classes mainly differ in
the kind of variables needed from the experimenter, the kind
of questions asked to the subject under test, and the way in
which the next stimulus is determined. Table I gives an over-
view of all the experiments that are currently implemented
and an example of a typical application. More details about
these experiments are given in Appendix B. Two example
input text files are given in Appendix C.

D. DSP program

The DSP program receives three types of data from the
PC program: subject data, stimulus data, and implant data.
The latter are read from a short text file containing some
information about the code that drives the subject’s implant
and are sent each time the PC program starts executing. Sub-
ject and stimulus data are sent to the DSP for each stimulus
to be presented to the subject. The task of the DSP program
is to combine and convert all of these data to a code which
specifies each electrical pulse of the stimulus.6 This code
signal is sent to the BTE where a high frequency carrier is
amplitude modulated with this signal. The modulated signal
is applied to the external coil, received through inductive
coupling by the internal coil, and demodulated and decoded
by the internal circuitry, where a current source generates the
pulse to be applied on the electrodes.

FIG. 2. General flow-chart of the classes implemented inAPEX. Each class
corresponds to a specific psychophysical method.

TABLE I. Overview of the methods of the experiments, implemented in
Apex.exe.

Class name Task Example of application

CIdentify Identify a phoneme, word
or sentence

Closed set identification

CDiscriminate Indicate whether two stimuli
are the ‘‘same’’ or ‘‘different’’

Pitch discrimination

CBalance Balance two stimuli in
loudness

Typically used prior to
a discrimination task

CAdjust Find the best match to a
given stimulus from a list
of stimuli

Pitch matching

CAdaptive Identify the ‘‘signal’’ from
a list of stimuli

Exploration of the limit
of performance in a
discrimination task

CConstantStimuli Identify the ‘‘signal’’ from
a list of stimuli

Measurement of a
psychometric curve

CTriade Give the most similar or
the most dissimilar pair
out of three stimuli

Exploration of the
perceptual most
important features of
different stimuli

CThreshold Indicate the interval where
the stimulus was
presented

Determination of the
threshold of hearing

CCount Count the number of
presented stimuli

Determination of the
threshold of hearing
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In the implementation for theLAURA device, the stimu-
lus data are stored in files, in which each 16 bit word con-
tains the information for a single pulse~channel, mode, and
amplitude!. The PC program sends the data in this format to
the DSP. At this level, the channel and the current amplitude
of each pulse do not yet depend on the subject, so the DSP
program must still adjust the stimulus to the subject. For
each channel of each stimulus, the actual channel to be
stimulated and the two subject dependent current levels for
the mapping must be defined in the input files of the PC
program. Two points specify the linear mapping function,
i.e., the currents that correspond toMATLAB value ‘‘0.0’’ and
to MATLAB value ‘‘100.0.’’ These currents are determined in
a subjective manner, mostly at the start of a test session. In
general, they correspond to the subject’s threshold and most
comfortable level. However, the experimenter is free to in-
terpret both values in any way. The last step is to convert the
three parameters, mode, channel, and current, to three tim-
ings which characterize the pulse code signal that is trans-
mitted to the implant. This pulse train is generated with the
C30 processor’sFLAGOUT bit, which is connected to the
DSPLINK. This bit can be set high or low at processor speed,
i.e., every 60 ns its value can be changed. Refreshment is not
needed: the bit holds its value after it is set or cleared. Also
the ground~GND! and the15 V supply voltage~VCC! are
connected to the BTE, to provide the necessary power.

V. CONCLUSIONS

The APEX system is developed to easily design and
conduct experiments with cochlear implantees: various exist-
ing methods for classical psychophysical tests and various
speech tests to investigate new speech processing algorithms
are implemented. Stimuli are created off-line usingMATLAB

functions, the procedures of the experiments are pro-
grammed off-line in simple text files. The PC program con-
trols the experiments, while the DSP board serves as the
interface to the implant. Expansion of the system is also
relatively easy: newMATLAB functions can be created to
generate stimuli, and new classes can be implemented in the
PC program to conduct an experiment according to some
new method. Also, the system allows acoustical stimuli to be
presented through a sound card. Many experiments have al-
ready been conducted with APEX. The concept and the
implementation has been very suitable for all the experi-
ments that were designed for several studies. The description
of the experimental methods can be found in the correspond-
ing articles ~Geurts and Wouters, 1999, 2000; Carlyon,
Geurts, and Wouters, 2000; van Wieringen and Wouters,
1999a,b!. Readers interested in obtaining APEX are advised
to contact the authors.
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APPENDIX A: EXAMPLE OF STIMULUS EDITING
WITH THE CUSTOM-MADE MATLAB FUNCTIONS

The first step in the synthesis of a new stimulus is to
create an empty matrix with twice as many columns as there
are channels, and as many rows as ten times the length of the
stimulus in ms. The following command generates the matrix
for a 100 ms long stimulus, containing pulses on two chan-
nels:

x5zeros ~100* 10,2* 2!.

The second step is to generate a pulse train on one or more
channels. Amplitude, channel, mode, inter-pulse interval~in
ms!, and time instance of the first pulse~in ms! can be speci-
fied with the functiontrain.m. The first command below cre-
ates a pulse train on channel 1, inter-pulse interval is 0.8 ms,
amplitude is 100, mode is 1~40 ms/phase, apical electrode
cathodic first!, and the first pulse starts at 0 ms. The second
command creates an identical pulse train on channel 2, start-
ing with a delay of 0.4 ms:

x5train ~x,1,0.8,100,1,0!;

x5train ~x,2,0.8,100,1,0.4!.

The pulse trains are amplitude modulated with the following
commands. First, a sinusoidal amplitude modulation is
applied with a modulation frequency of 100 Hz
(period510 ms) and a modulation depth of 50%. The sine
wave starts at 0 deg at time instant 0 ms on channel 1, and at
time instant 5 ms on channel 2. The third command applies a
window with linear ramps having a rise/fall time of 20 ms:

x5samtrain ~x,1,10,0.5,0!;

x5samtrain ~x,2,10,0.5,5!;

x5gate ~x,20!.

Finally, after compressing and saving stimulusx, the follow-
ing output is given, meaning that there are 125 pulses in each
channel~length is 100 ms and inter-pulse interval is 0.8 ms!,
and that no pulses overlap in time:

co15

125 0

0 125

APPENDIX B: DETAILS OF PSYCHOPHYSICAL
METHODS

CIdentify (* .idn): This class is generally used for
closed-set word identification tasks, e.g., consonants in
vowel context or numbers. A randomized series of stimuli
from a limited list will be presented to the subject under test.
Next, the subject points with the pen to the word on the
tablet that he has heard. The program constructs a confusion
matrix and appends it to the input file. Each entry of such a
matrix indicates the number of times a particular stimulus
~row! evoked a particular response~column!.

CDiscriminate (* .dsc): In a discrimination task, the
subject undergoing the test is presented with either two dif-
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ferent stimuli or two identical stimuli. These stimuli can ei-
ther be speech tokens or more elementary stimuli for psycho-
physical research. The subject must indicate if the two
stimuli were the same or different. The program output is a
list of all presented stimuli pairs with the number of times
each of the two possible responses was given.

CBalance(* .bln): In psychophysical research, it is of-
ten necessary to balance a set of stimuli in loudness. This is
to prevent the loudness of a specific stimulus from being
used as a cue to distinguish it from others. In a balancing
task two stimuli are presented from which one has to be
adjusted by the subject so that it sounds equally loud as the
other stimulus. The parameter which is varied is the ampli-
tude of the current pulses presented at the electrode array.
The final amplitudes for each balanced pair are appended to
the input file.

CAdjust (* .ad j): An adjustment task is comparable
with a balancing task, the difference being that not the am-
plitude, but some other parameter is varied. The criterion
which must be equalized is not restricted to loudness only,
but can be any other cue, such as pitch or timbre. The input
file contains a list of stimuli in which one or more parameters
are varied, e.g., the pulse rate. A stimulus from this list and a
fixed reference stimulus, which can have a totally different
configuration, is presented. The subject can ‘‘move’’ through
the list and has to indicate which stimulus resembles the
reference stimulus the most, following a given criterion. The
output consists of the file-name of the chosen stimulus.

CAdaptive (* .adp): An adaptive procedure is often
used for a discrimination task: the subject is presented with a
series of stimuli consisting of one so-called ‘‘signal’’ and
one or more ‘‘standards.’’ The signal differs from the stan-
dard stimuli in one or more parameters. This results in a cue
that the subject can use to differentiate between two or more
stimuli. At the start of an adaptive procedure, the value of the
parameter is made large resulting in a salient difference be-
tween the stimuli. The following presentation is determined
by an X-down Y-up procedure~Levitt, 1971!: the difference
is made larger after X incorrect responses, while Y correct
responses will make it smaller again. Areversaloccurs when
X or more incorrect responses are followed by Y correct
responses, or vice versa. The values of X and Y may be
chosen by the experimenter. The procedure stops after a pre-
defined number of reversals. The program output is the fol-
lowed sequence of the parameter values, the number of pre-
sentations and correct responses for each value and the mean
of the values at the lastn reversals, withn a number chosen
by the experimenter.

CConstantStimuli (* .cst): The method of constant
stimuli is also typically used for a discrimination task. The
difference with an adaptive procedure is that the parameter
value of the next presentation does not depend on the sub-
ject’s response: a fixed number of presentations of a limited
set of stimuli with different parameters will be presented in a
random order. The output of the program leads to a psycho-
metric curve, which represents the number or the percentage
of correct responses for each parameter value.

CTriade (* .trd): In a triade experiment, the subject can
listen to three distinct stimuli at once by simply clicking the

corresponding box on the screen or the graphics tablet. The
task is to indicate which two of those three stimuli sounds
the most similar and which two consists of the most unlike
stimuli. The program output is a list of all possible stimuli
pairs and the number of times they were chosen to be the
most similar and/or dissimilar pair.

CThreshold (* .thr): This class provides one way to
determine the threshold of hearing. Two to four boxes appear
on the screen, which will light up consecutively for several
hundreds of ms, according to the length of the used stimulus.
Only during one interval will the stimulus be presented, and
the task for the subject is to indicate this interval. The am-
plitude of the stimulus is adaptively varied using an X-down
Y-up procedure. The initial amplitude and the stepsize are
set by the experimenter. The program output is a list of the
amplitudes at the reversals and the mean amplitude at the last
predefined number of reversals.

CCount (* .cnt): Another way to determine the thresh-
old is the counted threshold estimate~Skinneret al., 1995!.
The stimulus is presented a random number of times, and the
subject has to count the stimuli. The minimum and maxi-
mum number can be set by the experimenter, but are limited
to two and five, respectively. The amplitude is also adap-
tively varied using an X-down Y-up procedure. The program
output is a list of the amplitudes at the reversals and the
mean amplitude at the lastn reversals.

APPENDIX C: TWO EXAMPLES OF INPUT TEXT
FILES

Each of the next two sections contains an example of an
input file and the corresponding output. The first is for an
identification experiment; the second for a discrimination ex-
periment with adaptive procedure. The purpose is to illus-
trate the use of the software, and not to describe its full
capabilities.

1. Example.idn: An identification experiment

The following experiment is a closed set stop consonant
identification task, as used for the evaluation of a speech
processing algorithm. The stimulus set consists of six stop
consonants, /p/, /t/, /k/, /b/, /d/, /g/, in intervocalic /a/ context
~apa, ata,...! of two male speakers. Each token will be pre-
sented twice to the subject under test in random order. The
input file contains four sections. The first section specifies
the size, position, and text content of the six rectangles
which will appear on the screen and/or on the graphics tablet.
The text corresponds to the words presented during the ex-
periment. The second section consists of the list of 12 stimu-
lus files. First, the directory containing the stimulus files is
specified. The second line includes the mapping data, which
are valid for all stimuli. Then, for each stimulus the file
name, the number of the corresponding rectangle, and a con-
dition number corresponding to the speaker are given. A
confusion matrix will be constructed for all stimuli having
the same condition number. The last line includes the file
name of the DSP program, which will be downloaded to the
DSP and executed when the experiment starts. The first pa-
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rameter of the third section is a list of numbers, which speci-
fies the order of presentation of the stimuli. The subsequent
parameter indicates the number of initial stimulus/response
pairs that will not be included in the confusion matrices. The
last section contains some additional parameters for the ex-
periment: the pause in ms between the subject’s response and
the presentation of the next stimulus, the feedback param-
eter, and the training parameter. In the case feedback is
wanted, the correct answer will be shortly highlighted after
the subject’s response. Training means that the experiment is
inverted: the subject first points to a word and subsequently
is presented with the corresponding stimulus:

@screen#
box55,5,45,30,apa
box555,70,95,95,ata
box555,5,95,30,aka
box55,35,45,60,aba
box555,35,95,60,ada
box55,70,45,95,aga
font528,Times

@input#
path5c:\tippex\stimuluspatterns\nonsens\cis\8ch\
mapping51,1,10,1470,2,2,30,1470,3,3,140,630,4,4,90,68
0,5,5,80,910,6,6,220,640,7,7,430,1470,8,8,430,840
file5jwapa.stm
box51
condition51
file5jwata.stm
box52
condition51
file5jwaka.stm
box53
condition51
file5jwaba.stm
box54
condition51
file5jwada.stm
box55
condition51
file5jwakda.stm
box56
condition51
file5mdapa.stm
box51
condition52
file5mdata.stm
box52
condition52
file5mdaka.stm
box53
condition52
file5mdaba.stm
box54
condition52
file5mdada.stm
box55
condition52
file5mdakda.stm

box56
condition52
c305c:\tippex\30electr.out

[randomlist#
list512,5,7,12,5,1,5,11,9,8,3,7,7,4,4,2,6,9,10,12,11,6,8,2,1,3,10
skip53

[procedure#
feedback5no
pause51000
practice5no

Each time an experiment is completed, the results are
appended to the input file. The first line specifies day and
time of the completion of the experiment. The following sec-
tion contains the two confusion matrices, one for each
speaker. For example, the first row of the first matrix shows
that the word /apa/ was once identified correctly, and once as
/ata/. The last section contains all stimulus response pairs, in
the order of presentation.

The following results were collected on Wed 22Apr98 at
15:10
@confusion matrices#

condition 1
apa ata aka aba ada aga
1 1 0 0 0 0
0 0 2 0 0 0
0 0 2 0 0 0
0 0 0 1 1 0
0 0 0 1 1 0
0 0 0 2 0 2

condition 2
apa ata aka aba ada aga
0 2 0 0 0 0
0 2 0 0 0 0
1 0 1 0 0 0
0 0 0 1 1 0
0 0 0 0 2 0
0 0 0 0 0 2

@stimulus/response pairs#
aga2/aga, ada1/aba, apa2/ata, aga2/aga, ada1/aba,...
apa1/apa, ada1/ada, ada2/ada, aka2/apa, ata2/ata,...
aka1/aka, apa2/ata, apa2/ata, aba1/aba, aba1/ada,...
ata1/aka, aga1/aba, aka2/aka, aba2/ada, aga2/aga,...
ada2/ada, aga1/aba, ata2/ata, ata1/aka, apa1/ata,...
aka1/aka, aba2/aba

2. A discrimination experiment with adaptive
procedure

The following experiment is a so-called two interval—
two alternative forced choice task~2I2AFC!. The subject is
presented with two stimuli, astandardand asignal, in ran-
dom order, and has to point to thesignal. As long as the
subject correctly identifies thesignal, the difference between
both stimuli is made smaller. The difference arises from
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some parameter characterizing the stimuli, in this case the
delay in ms between two concurrent pulse trains on two dif-
ferent channels. The first section contains a list ofsignal or
variable files, in which the parameter changes in discrete
steps from file to file. The order of the files is such that
discrimination varies from difficult to easy. For each stimu-
lus, the file name, the mapping vector, and a value are given.
This is typically the value of the varying parameter. The
second section contains the file name and the mapping data
of the standardor referencestimulus. Details of themethod
or procedureof the experiment are given in the last section.
The first line indicates that a 2I2AFC task will be used, with
a silent interval of 500 ms between the stimuli. The first
signal is the ninth file in the list~line 2!. A 2-down 1-up
procedure is used~line 3 and 4!. At the start, the stepsize is 2
signalfiles; after four reversals it is 1signalfile ~line 5!. The
experiment ends after 12 reversals~line 6!, correct response
feedback will be given~line 7!, and the mean value of the
parameter values at the last 8 reversal points will be calcu-
lated~line 8!. The next presentation of stimuli starts 1500 ms
after the subject’s response~line 9!, and there is no training
~line 10!. Training means in this case that the correct answer
will be displayed on the screen before and during the presen-
tation of the stimuli.

@varlist#
file5C:\Tippex\StimulusPatterns\Bob1Per100\del32.stm
mapping51,2,400,600,2,7,450,723
value53.2
file5C:\Tippex\StimulusPatterns\Bob1Per100\del34.stm
mapping51,2,400,600,2,7,450,723
value53.4
file5C:\Tippex\StimulusPatterns\Bob1Per100\del36.stm
mapping51,2,400,600,2,7,450,723
value53.6
file5C:\Tippex\StimulusPatterns\Bob1Per100\del38.stm
mapping51,2,400,600,2,7,450,723
value53.8
file5C:\Tippex\StimulusPatterns\Bob1Per100\del40.stm
mapping51,2,400,600,2,7,450,723
value54.0
file5C:\Tippex\StimulusPatterns\Bob1Per100\del42.stm
mapping51,2,400,600,2,7,450,723
value54.2
file5C:\Tippex\StimulusPatterns\Bob1Per100\del44.stm
mapping51,2,400,600,2,7,450,723
value54.4
file5C:\Tippex\StimulusPatterns\Bob1Per100\del46.stm
mapping51,2,400,600,2,7,450,723
value54.6
file5C:\Tippex\StimulusPatterns\Bob1Per100\del48.stm
mapping51,2,400,600,2,7,450,723
value54.8
file5C:\Tippex\StimulusPatterns\Bob1Per100\del50.stm
mapping51,2,400,600,2,7,450,723
value55.0

@reflist#
file5C:\Tippex\StimulusPatterns\Bob1Per100\del11.stm
mapping51,2,400,600,2,7,450,723

@procedure#
sequence5afc,500,afc,21
start59
up52
down51
stepsize52/0,1/4
stop512
feedback5yes
numrevsformean58
pause51500
practice5no

The output of the program contains for eachvisitedsig-
nal file the parameter value, the number of correct responses,
and the number of presentations, in that order. Also, the se-
quence of the parameter values of the visited signal files is
given, and finally the mean value of the parameters at the last
eight reversal points.

The following results were collected on Wed 04Jun97 at
14:47
Score for value 3.4: 1/3
Score for value 3.6: 6/8
Score for value 3.8: 7/11
Score for value 4: 4/5
Score for value 4.2: 7/8
Score for value 4.4: 3/4
Score for value 4.6: 2/2
Sequence53.8,4.2,3.8,4.2,3.8,4,4.2,4.4,4.6,4.4,4.2,...
4,3.8,4,3.8,3.6,3.4,3.6,3.4,3.6,3.8,3.6
mean53.775

1LAURA is a registered trademark of Philips Hearing Implants.
2MATLAB is a registered trademark of The Mathworks, Inc.~http://
www.mathworks.com!.

3The TMS320C30 DSP board is a product of Blue Wave Systems, Inc.
~http://www.bluews.com!.

4The ACECAT II graphics tablet is a product of Acecad, Inc.~http://
www.acecad.com!.

5In the case of theLAURA device, this means that every 100ms a biphasic
current pulse with any amplitude and any polarity can be delivered on any
stimulation channel. TheLAURA electrode array holds eight channels, each
consisting of two bipolarly coupled electrodes~see Fig. 1 in van Wieringen
and Wouters, 1999b!.

6With current, more powerful PC’s, it should be easy to include these cal-
culations in the PC program. The only function of DSP is then to provide a
link between the PC and the implant through which the code may be sent.
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Independence of frequency channels in auditory
temporal gap detection

Dennis P. Phillipsa) and Susan E. Hall
Hearing Research Laboratory, Department of Psychology, Dalhousie University, Halifax,
Nova Scotia B3H 4J1, Canada
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The ability of listeners to detect a temporal gap in a 1600-Hz-wide noiseband~target! was studied
as a function of the absence and presence of concurrent stimulation by a second 1600-Hz-wide
noiseband~distractor! with a nonoverlapping spectrum. Gap detection thresholds for single
noisebands centered on 1.0, 2.0, 4.0, and 5.0 kHz were in the range from 4 to 6 ms, and were
comparable to those described in previous studies. Gap thresholds for the same target noisebands
were only modestly improved by the presence of a synchronously gated gap in a second frequency
band. Gap thresholds were unaffected by the presence of a continuous distractor that was either
proximate or remote from the target frequency band. Gap thresholds for the target noiseband were
elevated if the distractor noiseband also contained a gap which ‘‘roved’’ in time in temporal
proximity to the target gap. This effect was most marked in inexperienced listeners.
Between-channel gap thresholds, obtained using leading and trailing markers that differed in
frequency, were high in all listeners, again consistent with previous findings. The data are discussed
in terms of the levels of the auditory perceptual processing stream at which the listener can
voluntarily access auditory events in distinct frequency channels. ©2000 Acoustical Society of
America.@S0001-4966~00!00412-4#

PACS numbers: 43.66.Ba, 43.66.Mk@DWG#

I. INTRODUCTION

Gap detection is one measure of auditory temporal acu-
ity. The listener is usually presented with two streams of
sound, one of which has a brief silent period~‘‘gap’’ ! at its
temporal midpoint. The task of the listener is to identify this
signal, and some form of adaptive tracking procedure~after
Levitt, 1971! is used to determine the shortest detectable gap
~‘‘gap threshold’’!. At least three different stimulus para-
digms have been used to study the mechanisms mediating
gap detection performance. Historically, the acoustic mark-
ers delimiting the gap have been spectrally identical, and so
the temporal task is, in practice, the detection of a disconti-
nuity in the activity aroused in the neural representation ac-
tivated by the stimulus~and/or in the perceptual channel sup-
ported by that representation: after Moray, 1969; Johnson,
1980; Phillipset al., 1997; Tayloret al., 1999!. The ‘‘within-
channel’’ nature of this paradigm has permitted exploration
of the temporal acuity supported in different frequency re-
gions, and for signals of different bandwidth~e.g., Eddins
et al., 1992; Mooreet al., 1993!. Depending on signal band-
width, gap thresholds in this paradigm can be as short as a
few milliseconds~e.g., Plomp, 1964; Penner, 1977; Eddins
et al., 1992!, and the threshold is usually insensitive to the
temporal location of the gap in the signal stimulus, at least in
highly experienced listeners~Forrest and Green, 1987; Phill-
ips et al., 1997, 1998; Snell and Hu, 1999!.

A second paradigm, which has been termed ‘‘between-
channel’’ gap detection, requires the listener to detect a gap
bounded by markers that are different in frequency content,

ear stimulated~Phillips et al., 1997; Formbyet al., 1998a, b;
Taylor et al., 1999!, or location in free-field space~Phillips
et al., 1998; Boehnke and Phillips, 1999!. Gap thresholds are
longer in this paradigm~Phillips et al., 1997, 1998; Formby
et al., 1998a, b; see also Groseet al., 1999!, and they in-
crease as the leading marker is shortened~Phillips et al.,
1997, 1998!. The higher gap thresholds in the between-
channel paradigm presumably reflect the poorer central rep-
resentational overlap of the markers delimiting the gap~see
Formby et al., 1998b; Taylor et al., 1999; Boehnke and
Phillips, 1999!. That is, each marker has its own ‘‘represen-
tation’’ in a spatiotemporal pattern of activity in the central
auditory system; between-channel gap thresholds approach
within-channel values when the markers become sufficiently
similar and coactivate neural representations whose re-
sponses can be input to a discontinuity detection process. In
the absence of such representational overlap, gap detection
relies entirely on the relative timing of activity in the two
channels, and gap thresholds remain asymptotically high
~Phillips et al., 1997; Formbyet al., 1998a; Boehnke and
Phillips, 1999!.

Finally, there is considerable interest in ‘‘across-
channel’’ gap detection. In this paradigm, identical markers
bound the silent period, but the markers themselves are com-
posed of more than one spectral element~e.g., Grose, 1991;
Grose and Hall, 1988; Hallet al., 1996!. Using any single
narrow-band stimulus, gap detection thresholds are high~Ed-
dins et al., 1992!. If listeners are presented with gaps
bounded by multiple narrow-band markers, and if the cumu-
lative marker bandwidth is kept narrow, then gap thresholds
improve when the spectral energy is presented in multiple
frequency channels~Grose, 1991!. Using relatively widelya!Electronic mail: ears@is.dal.ca
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spaced pairs of 20-Hz-wide noise markers, Hallet al. ~1996!
showed that gap thresholds were better for pairs of noise-
bands than for single noisebands, and that the benefit was
independent of the spectral separation of the bands. One im-
portant point to emerge from this line of research is that the
auditory system appears in some way to integrate spectral
information across very wide frequency ranges in order to
detect the temporal event. Viemeister~1979! has discussed
the recovery of temporal information from wideband analy-
ses of more periodic temporal events. His account suggests
that whatever the nature of the integration mechanism, the
inputs to it must preserve information about the temporal
event in a frequency-specific fashion.

The existence of a, presumably central, mechanism ex-
ecuting a spectral integration for gap detection raises a ques-
tion regarding the extent to which the listener is able to ac-
cess information in the frequency-specific representational or
processing channels. Grose and Hall~1993! addressed this
question using narrow~25-Hz-wide! noiseband stimuli cen-
tered on 1.0 and 1.5 kHz. They showed that the ability to
detect a gap in the 1.0-kHz band was impoverished by en-
ergy in the flanking band, particularly if the flanking band
was comodulated or synchronously gated with the target.
This suggests that the listener’s ability to detect a temporal
event in one frequency channel can be degraded by concur-
rent activity in another channel.

The general purpose of the present study was to re-
examine this general question, but using stimuli with broader
bandwidths. There are at least two reasons for suspecting that
the stimuli used by Grose and Hall~1993! represent a limit-
ing case. First, to reduce spectral splatter, the exceptionally
narrow bandwidths of their stimuli required very slow gating
~10 ms! and presentation of the stimuli against a background
notched-noise masker. In turn, even under the most optimal
stimulus conditions, gap thresholds were in the range from
30 to 50 ms, which is an order of magnitude greater than that
seen with wider-band stimuli. Thus, without disputing Grose
and Hall’s ~1993! findings, we sought to study the effect on
gap detection performance within one frequency sector of the
presence of energy in a second band, but using stimuli with
bandwidths great enough to elicit within-channel gap thresh-
olds in the ms range. Second, Grose and Hall~1993! attrib-
uted the interference effect of the flanking noiseband to
modulation detection interference~MDI, after Yost and
Sheft, 1989; but see also Moore and Jorasz, 1992!, because
the interference was present when the flanking stimulus was
a gated tone, but not a continuous tone. MDI is presumably
most likely to occur with sounds which have low-frequency
envelope amplitude fluctuations. Again, without disputing
the earlier findings, these data suggest that the interference
effects seen with very narrow-band stimuli might not gener-
alize to more wideband sounds.

This general issue takes on further significance when
one considers that many of the foregoing experiments have
recently been performed in listeners with cochlear implants
~e.g., Chatterjeeet al., 1998; Hanekom and Shannon, 1998;
Van Wieringen and Wouters, 1999!. Thus, within-
~stimulating!-channel gap thresholds are in the ms range
when the markers are electrically identical, but are elevated

if the markers are applied to different stimulating channels,
or if the markers delivered to one channel are different~e.g.,
if the electrical marker signals differ in pulse rate!. Insofar as
the present question is concerned, Van Wieringen and Wout-
ers~1999! reported that the presence of a continuous masker
in one channel was inconsequential to gap thresholds for
markers delivered to a second channel.

We are thus left with a complex picture. First, studies
using very narrow bandwidth noises in normal listeners sug-
gest that gap detection performance for one noiseband can be
degradedby a flanking band, though this might be a result of
the noises containing temporal components that interfere
with detection of the gap~Grose and Hall, 1993!. Second,
gap thresholds for narrow-band noises can beimproved if
bands containing a synchronous gap are dispersed across fre-
quency channels~Grose, 1991; Hallet al., 1996!. Third,
studies in cochlear implant patients, in whom the meaning of
‘‘bandwidth’’ is less clear, suggest that gap detection
through one~stimulating! channel isunaffectedby the pres-
ence of activity in a second channel. This state of affairs
prompted us to examine the conditions under which the nor-
mal listener has unfettered access to within-channel process-
ing in the presence of concurrent activity in another channel.
Preliminary data have been presented in abstract form~Phill-
ips and Hall, 2000!.

II. METHOD

A. Subjects

The present report is based on data from seven~five
female! listeners, ages 21–44 years. Six of the listeners had
no history of otologic disease, and had absolute sensitivities
within laboratory norms. Four of these listeners~two male!
had extensive prior experience in other gap detection studies
using wider-band stimuli~‘‘experienced listeners’’!. Two of
these six listeners~both female! had never previously partici-
pated in auditory perception experiments~‘‘inexperienced
listeners’’!. A seventh listener, also inexperienced, com-
pleted the study. We detected a.20-dB hearing loss for
frequencies above 2 kHz in this listener. Her data have been
included because they were indistinguishable from those of
the other two inexperienced listeners.

B. Gap stimuli and apparatus

All noise stimuli were generated digitally on a custom-
programed Macintosh G3 computer. The bandpass stimuli
had nominal bandwidths of 1600 Hz, and they were centered
on frequencies of 1.0, 2.0, 4.0, and 5.0 kHz. The roll-off
slopes were nominally specified as 70 dB/90 Hz. The stan-
dard and signal stimuli each had total durations of 400 ms.
Gaps were inserted destructively into the signal~and, where
appropriate, the standard! stimuli at their temporal mid-
points, unless otherwise specified. The rise–fall times were
2.0 ms in duration, and were raised cosine in shape. Gap
duration was specified as the duration of the silent period
plus the fall time~i.e., the ‘‘equivalent rectangular’’ period
of silence, in ms!. To address problems attendant to the use
of ‘‘frozen’’ noise ~i.e., the same sample of noise in all tri-
als!, each standard and signal stimulus~or component

2958 2958J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 D. P. Phillips and S. E. Hall: Auditory gap detection



thereof, see below! was drawn pseudorandomly from four
different bandpass noise samples. The generated stimuli
were saved as ‘‘resource files’’ bySOUNDEDIT™ software on
a Power Macintosh 8600 computer. The experiment was then
programed inHYPERCARD™, which called up the resource
files as needed.

Stimuli were transduced by Koss TD/64 headphones.
Stimulation was monaural, to the listener’s preferred ear
~right, in five of the seven listeners!. Absolute stimulus levels
were in the range from 70 to 75 dB SPL~sound-pressure
level: dB re 20 mPa, A-weighted; Bruel & Kjaer Instru-
ments! for single noiseband stimuli; by design, these levels
roughly equated the noisebands for subjective loudness. Lev-
els were close to 3 dB greater~up to 78 dB SPL! for stimuli
containing two noisebands. Across the seven listeners, these
stimulus levels were in the range from about 45 to 55 dB
above detection threshold, i.e., about 45 to 55-dB sensation
level.

C. Design and procedure

All listeners were tested individually. There were 14
stimulus conditions~see below! and a minimum of three gap
thresholds was measured for each. Each gap threshold was
determined in a single block of trials. Each trial presented the
listener with a standard and a signal, separated in time by
1.25 s, in a random order. The task of the listener was to
indicate by mouseclick which stimulus was the signal~i.e., a
two-interval, two-alternative, forced choice!. A two-down/
one-up adaptive tracking procedure~after Levitt, 1971!, with
a step factor of 1.2, was used to determine the gap threshold.
Starting gap durations were in the range from 15–53 ms
~depending on task difficulty!. The block of trials was termi-
nated after ten reversals in the direction of change of the
adaptive step, and the gap threshold was defined as the mean
gap duration associated with the last six reversals. Listeners
were tested on each stimulus condition until their thresholds
stabilized~3–8 thresholds!. A listener’s final gap threshold
for any specified stimulus condition was defined as the mean
of those obtained in the last three blocks for that condition.
Trials were self-paced, and no feedback was provided.

The 14 stimulus conditions fell into five groups. The
first four stimulus conditions tested listeners for temporal
gap detection thresholds for each of the noisebands sepa-
rately@Fig. 1~A!#. There was no gap in the standard stimulus.
Thresholds for these simple, within-channel conditions
served~a! to confirm that the stimulus bandwidths were suf-
ficient to produce gap thresholds in the ms range, and~b! to
serve as benchmarks against which to measure the effects of
concurrent stimuli at different frequencies.

The next set of two stimulus conditions each contained
two stimulus noisebands: either the conjunction of the 2.0-
and 4.0-kHz noises, or the conjunction of the 1.0- and 5.0-
kHz noises@Fig. 1~B!#. Both components of the signal con-
tained the target gap, and the adaptive step in the threshold
tracking procedure was applied to both components. The
standard stimulus did not contain a gap in either frequency
component. The task of the listener was to specify which of
the noiseband pairs was the signal. These two conditions
explored whether~a! a perceptual benefit would result from

the presence of the temporal event in more than one cochlear
sector, and~b! whether that benefit depended on the fre-
quency separation of the noisebands.

A third stimulus set of four conditions was used to de-
termine the effect on within-channel gap thresholds in one
cochlear sector of continuous activity in another frequency
region@Fig. 1~C!#. In two conditions, the standard and signal
each contained the 2.0- and 4.0-kHz noises, but the signal
contained the target gap in only one noiseband. In separate
blocks of trials, the listener was informed whether it was the
2.0- or 4.0-kHz noiseband that contained the signal. The
‘‘distractor’’ noiseband was, with the exception of the pres-
ence of the gap in the signal, simultaneously gated with the
noiseband containing the gap. The remaining two conditions
were identical to those just described, with the exception that
the two noisebands used were centered on 1.0 and 5.0 kHz.

The fourth set of stimulus conditions@Fig. 1~D!# also
probed the effects of activity in one cochlear sector on gap
detection mediated by another. There were two relevant con-
ditions. In the first, the standard and signal stimuli each con-
tained the 2.0- and 4.0-kHz noises, and the listener was in-
formed that the target gap was in the 4.0-kHz noise. The
distractor ~2.0 kHz! noiseband also contained a temporal
gap, and it did so in both the standard and the signal. Its
duration was always 20 ms, and its midpoint occurred at
either 170, 200, or 230 ms after the onset of the noise burst.
Since the target gap was centered at 200 ms, this meant that
the distractor gap’s onset occurred before, in close temporal
proximity to, or after the onset of the gap in the signal. The
second stimulus condition was identical, except that the
noisebands were centered on 1.0- and 5.0 kHz, and the target
gap was in the 5.0-kHz component. These stimulus condi-

FIG. 1. Schematic depictions of the stimulus configurations used in the
present experiments. In~A!, the stimulus was a single noiseband shaped into
standard and signal elements. In~B!, all stimuli contained two noisebands,
and the signal stimulus contained a gap in both noisebands. In~C!, one
noiseband contained the signal, while the distractor noiseband did not. In
~D!, the target noiseband contained a gap at the temporal midpoint of the
signal stimulus. The distractor noiseband contained a 20-ms gap that was
initiated roughly 30 ms before, synchronously with, or 30 ms after the gap in
the target noiseband@arrows in~D!#. In ~E!, the leading and trailing markers
were different noisebands.
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tions explored the effect of a temporal event in one fre-
quency channel having an unpredictable temporal relation to
the gap in the target channel on the detectability of the gap in
the target frequency band. The conditions were repeated for
two frequency separations of the target and distractor fre-
quency channels. Note that the distractor frequency band
contained a gap in both the signal and the standard stimulus;
this ensured that the only difference between the standard
and signal stimuli was the presence of a gap in the target
channel of the signal, i.e., the gap in the distractor noiseband
was noninformative about which noiseband pair was the sig-
nal.

The fifth, and final, set of two conditions contained rou-
tine, between-channel markers in which gap thresholds were
obtained using the same noise bands as above@Fig. 1~E!#. In
one condition, the gap was bounded by a 2.0-kHz leading
marker and a 4.0-kHz trailing marker. In the other condition,
the gap was bounded by 5.0-kHz leading and 1.0-kHz trail-
ing markers. Thresholds obtained in these two conditions
served~a! to confirm the acuity difference of within- and
between-channel gap thresholds, and~b! to do so for two
marker frequency separations.

Listeners were given the option of completing all testing
within a single session~about 3 h: one experienced and one
naive listener!, or of distributing the testing across 2–5 ses-
sions. Listeners were also given the choice of the serial order
of conditions tested. The two listeners who completed testing
in one session each stabilized their thresholds on one condi-
tion before proceeding to the next. All other listeners ob-
tained one or more thresholds on a given condition and then
proceeded to the next, and repeated that sequence as neces-
sary on subsequent days until testing was complete. In prac-
tice, gap thresholds for the experienced listeners were al-
ready stable within the first 3–4 measures. The
inexperienced listeners more often required 4 to 6 threshold
determinations before the thresholds were judged as stable.

Figure 2 shows two sample stimulus spectra, measured
using Blackman windowing. The spectra are of electrical sig-
nals generated to study gap thresholds obtained when the two

frequency components of the signal were simultaneously
gated. The two spectra differ in the identity of the component
noise bands. In Fig. 2~a!, the noises were centered on 2.0 and
4.0 kHz; in Fig. 2~b!, they were centered on 1.0 and 5.0 kHz.
Note that the rolloffs of the spectra were very steep, and that
the amplitude of any ‘‘splatter’’ associated with the stimulus
gating was lower than about 45 dB below that of the pass-
band frequencies.

III. RESULTS

Data collected were the means of the last three gap
thresholds obtained for each of the 14 stimulus conditions, in
each of the seven listeners. Figure 3 shows the mean thresh-
olds of each listener for each stimulus condition. Data are
shown separately for the experienced listeners~open circles!,
the normal-hearing inexperienced listeners~open triangles!,
and for the inexperienced listener with a high-frequency sen-
sitivity loss ~filled, inverted triangles!.

The mean gap thresholds for the single noiseband
stimuli ~stimulus configuration A in Fig. 1! were all in the
single-digit range. For both the experienced and inexperi-
enced listeners, there was a small effect of noiseband fre-
quency, with the gap thresholds tending to be highest for the
lowest frequency stimuli. Thus, for the experienced listeners,
grand mean gap thresholds for the 1.0-, 2.0-, 4.0-, and 5.0-
kHz noisebands were 5.2, 4.2, 3.8, and 3.8 ms, respectively,
while those for the inexperienced listeners were 5.8, 4.8, 4.7,
and 3.8 ms, respectively.

The individual mean gap thresholds for the simulta-
neously gated noiseband pairs@Fig. 1~B!# were also in the
single-digit range, and again for both experienced and inex-
perienced listeners, were among the lowest thresholds ob-
tained in the study. For the experienced listeners the grand
mean thresholds for the 2.0/4.0-kHz and the 1.0/5.0-kHz
noiseband pairs were 3.3 and 3.7 ms, respectively, and those
for the inexperienced listeners were 3.1 and 4.4 ms, respec-
tively.

Gap thresholds for target-frequency noisebands occur-
ring in the presence of continuous distractors@Fig. 1~C!#
were again usually in the low, single-digit range. The gap

FIG. 2. Sample stimulus spectra of two of the stimulus pairs used. Spectra
are of the electrical signals, obtained after all stimulus shaping~including
stimulus onset and offset, the insertion of the temporal gap, and equating the
amplitudes of the noisebands for equal subjective loudness through the Koss
earphones!.

FIG. 3. Mean data for each of the 14 stimulus conditions tested, plotted
separately for experienced listeners~open circles! and inexperienced listen-
ers ~open triangles!. Data for the inexperienced listener with a high-
frequency hearing loss are shown as the filled, inverted triangles. All data
are the averages from each listener of the last three thresholds obtained for
each stimulus condition.
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thresholds for the two listener groups were almost com-
pletely overlapping for each stimulus condition. Moreover,
the grand mean gap thresholds~i.e., averaged across all lis-
teners! for each of the four target-frequency bands were very
close~within 0.1 to 0.9 ms of! to those obtained for the same
frequency bands in the absence of a concurrent stimulus.

Data for conditions in which the distractor frequency
band contained a temporally roving, 20-ms gap were more
variable. For three of the experienced listeners, gap thresh-
olds for both the 4.0-kHz and the 5.0-kHz target noisebands
were unaffected by the presence of the roving distractor. For
each of the inexperienced listeners, gap thresholds for both
target-frequency bands were elevated to values nonoverlap-
ping with all of the foregoing thresholds. The same was true
for one experienced listener for the 5.0-kHz target. This lis-
tener’s thresholds for this condition were obtained in a single
test session, suggesting that the high thresholds were not
attributable to a lack of within-session practice effects. Inter-
estingly, all of the listeners described this stimulus condition
as the most difficult, despite the fact that some of the listen-
ers ultimately obtained gap thresholds that were comparable
to those obtained without a distractor frequency band.

The final stimulus conditions were those with between-
channel markers@Fig. 1~E!#. In these conditions, the leading
and trailing markers of the temporal gap had nonoverlapping
spectra. The two between-channel conditions differed in the
frequency separation of the markers and in the direction of
frequency change between them. The gap thresholds for ev-
ery listener were higher for these conditions than for any of
the preceding conditions. Six of the seven listeners had
higher gap thresholds for the between-channel condition with
the larger frequency separation of markers, although the dif-
ference was less than 2 ms for one inexperienced listener.
The seventh listener had nearly identical thresholds for the
two conditions~22.1 and 21.3 ms for the close and distant
between-channel markers, respectively!.

IV. DISCUSSION

The general purpose of this study was to examine the
extent to which listeners have unfettered access to temporal
events arising from one cochlear sector in the presence of
concurrent activity at another cochlear site. The study was
prompted by two lines of previous evidence. One was the
demonstration that the auditory system is able to execute
some form of spectral integration prior to the recovery of a
temporal event~after Viemeister, 1979; Hallet al., 1996!.
That line of evidence left unaddressed the question posed by
the present study; that is, the availability of such a spectral
integration process does not directly speak to whether listen-
ers have access to activity within frequency-specific process-
ing channels prior to the integration process, or in some other
perceptual module.

The second line of pre-existing evidence came from two
studies of across-channel gap detection. In one~Grose and
Hall, 1993!, it was found that the detection of a temporal gap
in one 25-Hz-wide noiseband was compromised by the pres-
ence of a flanking 25-Hz-wide band.@Note that this finding is
not at all incompatible with those of Hallet al. ~1996!, who
showed the perceptualbenefitof having synchronous gaps in

widely spectrally separated noisebands. This is because the
stimuli in Hall et al.’s study were designed to be exploited
by a spectral-averaging process to recover the gap. In Grose
and Hall’s ~1993! study, the stimuli were specifically de-
signed to test for the presence ofinterferenceas well as any
enhancing effects. In this instance, the interference effect
was attributed to MDI, to which very narrow-band noises
may be prone because of their low-frequency envelope fluc-
tuations.# Now, in an independent study of cochlear implant
patients~Van Wieringen and Wouters, 1999!, it was shown
that continuous activity in one stimulus channel was incon-
sequential to gap detection performance through another.
The present study sought to readdress this general question,
in normal-hearing listeners, but using bandpass noises with
bandwidths great enough that gap detection thresholds for
either noise were in the ms range, and were not likely af-
fected by the modulation detection interference suspected to
affect gap detection in very narrow-band noises~after Grose
and Hall, 1993!.

The 1600-Hz-wide bandpass noises in the present study
~see Fig. 2! each supported gap detection thresholds in the
ms range in all listeners. The absolute values of those thresh-
olds were within the range of those described by Eddins
et al. ~1992!. This suggests that the stimuli and methodology
employed in the present study were uncontroversial, while
satisfying the goal of achieving relatively focal stimulation
of the cochlea. The absolute gap thresholds obtained are
comparable to those seen in cochlear implant patients in
cases of single-channel stimulation~Hanekom and Shannon,
1998; Van Wieringen and Wouters, 1999!.

When two noisebands contained simultaneously gated
gaps, gap detection thresholds for the pair were as low as, or
slightly lower than, those seen with single noisebands. This
appeared to be independent of the frequency separation of
the noisebands. The improvement in gap thresholds in these
conditions~albeit exceptionally modest! was consistent with
the findings of Hallet al. ~1996!. This small effect likely
reflected the fact that the bandwidths and levels of the indi-
vidual noisebands were already supporting gap thresholds
close to minima in duration.

Gap thresholds for a target noiseband, obtained in the
presence of concurrent activity in a second noiseband con-
taining no gap, were very similar to those obtained with the
target noise band alone~Fig. 3!. This finding is concordant
with the observations of Van Wieringen and Wouters~1999!
in cochlear implant patients. It is also consistent with the
finding by Grose and Hall~1993! that gap thresholds in one
25-Hz-wide band were unaffected by the presence of a flank-
ing continuous tone. Viewed from an attentional standpoint
~after Scharfet al., 1987; Botte, 1995; Phillipset al., 1997!,
these findings suggest that the listener can access a temporal
event in one cochlear sector in the presence of irrelevant,
unmodulated activity in another when the stimulus levels are
comparable.

A temporally roving gap in a distractor frequency band
elevated gap thresholds for a target noiseband in some lis-
teners, especially the inexperienced ones~Fig. 3!. This was
found despite the fact that listeners were informed that activ-
ity in the distractor frequency band was irrelevant. In the
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parlance of the attentional literature~after Posner, 1980!, the
occurrence of an event in the distractor noiseband~i.e., the
temporal gap in the standard or the signal stimulus! might
have exerted an exogenous attraction of attentional resources
from the target-frequency band. Following Scharfet al.
~1987! and Phillipset al. ~1997!, this resulted in impover-
ished judgments about activity in the target-frequency band.
The fact that our most experienced listeners were less prone
to such interference suggests that the allocation of attentional
resources to particular frequency bands can be trained. The
intriguing feature of the training effect here was that the
‘‘experience’’ which differentiated the two listener groups
was not in the across-frequency tasks that formed the bulk of
the present experiments. It was in other gap detection tasks,
often using wideband noise. This suggests that one element
of a ‘‘training effect’’ is a generalized improvement in per-
formance across similar tasks. In the present study, the inex-
perienced listeners took more threshold determinations to
reach stable performance than did the experienced listeners
~see Sec. II!. This ‘‘within-task’’ practice did not offset the
broader training effect seen in the experienced listeners, at
least over the short term of the present study.

Finally, the now-familiar, between-channel gap thresh-
olds of the present listeners were always longer than those
seen in any other stimulus condition. The magnitudes of
these gap thresholds was consistent with previous demon-
strations of the poorer temporal acuity of the between-
channel gap detection process~Phillips et al., 1997, 1998;
Formbyet al., 1998a, b; Chatterjeeet al., 1998; Tayloret al.,
1999; Groseet al., 1999! and gap discrimination~Fitzgib-
bonset al., 1974; Divenyi and Danner, 1977!.

The next question concerns the reasons for the poor acu-
ity of the between-channel gap detection process. We have
previously argued that where the markers bounding a tempo-
ral gap have little or no central representational overlap, the
detection of the gap must rely on a relative timing of the
offset of activity in the perceptual channel activated by the
leading marker, and the onset of activity evoked in the chan-
nel driven by the trailing marker~Phillips et al., 1997, 1998;
Taylor et al., 1999!. Following the general arguments of
Fitzgibbonset al. ~1974!, it is possible that once attentional
resources have been allocated to the channel representing the
leading marker, there is a mandatory ‘‘dwell time’’ before an
attentional shift can be executed, and that the attentional shift
to the perceptual channel representing the trailing marker
itself takes time. Such an account would require that the
minimal detectable gap have a duration at least equaling the
shift time, plus any obligatory dwell time not occupied by
the leading marker duration; of necessity, this gap duration
would be longer than the thresholds seen in within-channel
tasks. A less sophisticated account is that the allocation of
attentional resources to one channel reduces those available
for the time-stamping of events in a second channel~Phillips
et al., 1997!. This is simply an extension of the account gen-
erated by the data of Scharfet al. ~1987, 1994!, i.e., that at
sound detection threshold, allocation of attentional resources
to one frequency channel raises detection thresholds for
tones outside that channel.

Taken together, these observations suggest that it is not

the presence of activityper sein a distractor channel that can
impoverish gap detection thresholds in a target channel, but
rather, it is the occurrence of perceptible auditoryeventsin
the distractor channel, particularly when they have temporal
proximity to the target gap. This is a high-level, ‘‘active’’
description of the listener, i.e., an account built around the
voluntary or involuntary allocation of attentional processes
to particular channels or events. The kinds of interactions
between frequency channels seen in this account are sepa-
rable from those between frequency channels at lower levels
of the perceptual processing stream. Thus, the low gap
thresholds seen for broadband sounds~e.g., Eddinset al.,
1992!, and the improvement in gap detection performance
for very narrow-band sounds when the gap is carried by
more than one band~Hall et al., 1996! likely does reflect a
low-level ‘‘integrative’’ process, at least in the sense that the
recovery of a threshold-duration temporal event is statisti-
cally more likely if the event is being carried in more than
one channel at a time to a central ‘‘integrator.’’ This kind of
processing does not reflect attentional allocation across the
audible spectrum any more than does the superiority of
sound localization for broadband sources over tones. The
events carried through the more low-level frequency chan-
nels in these cases may be neither individuated nor percep-
tible. Similarly, some interference effects between channels
~e.g., Grose and Hall, 1993, 1996!, may well be phenomena
occurring prior to the conscious perceptual elaboration of the
relevant events.

The foregoing discussion has been heavily predicated on
the assumption that central mechanisms significantly contrib-
ute to gap detection acuity, perhaps especially in these more
complex paradigms~see also Phillipset al., 1997, 1998; Tay-
lor et al., 1999; Boehnke and Phillips, 1999!. Such an as-
sumption is supported by the finding of deficits in gap detec-
tion performance following cortical lesions~Buchtel and
Stewart, 1989; Kellyet al., 1996!. Nevertheless, Oxenham
~2000! has provided a cautionary counterpoint to this as-
sumption. In his experiments using gap markers distin-
guished either by subjective pitch or by acoustic spectrum,
Oxenham~2000! showed that gap thresholds were elevated
more when markers differed in acoustic spectrum~i.e., pe-
ripheral factors! than when the markers differed in pitch but
not spectrum~central factors!. However, when the markers
differed in pitch alone, gap thresholds were elevated by a
factor of 2–3. This finding does not, therefore, dispute the
contribution of central processes to gap detection. Moreover,
it remains the case that in the absence of spectral overlap
between a gap’s markers~e.g., Formbyet al., 1998a; Phillips
et al., 1997!, or in the case of markers presented to different
ears~e.g., Phillipset al., 1997!, the temporal gap detection
process must be central in locus. This is because there is no
peripheral mechanism available for the temporal correlation
required to detect the gap in those cases. In the eight across-
channel conditions used in the present study, facilitative
~synchronous gap in the distractor! and interference effects
~roving gap in the distractor! were largely independent of the
frequency separation of the noisebands~Fig. 3, middle!. Ac-
cordingly, while ‘‘peripheral’’ accounts alone might have
explained the present findings for spectrally adjacent noise-
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bands~whose abutting spectral edges might have been within
channel for frequency channels tuned close to the border
frequency!, they have difficulty with the findings for stimu-
lus conditions with spectrally remote noisebands. None of
this disputes the contribution of peripheral factors to the tem-
poral and spectral fidelity of the signals transmitted as co-
chlear output; it simply emphasizes that gap detection pro-
cesses as ‘‘low’’ in level as the recovery of the temporal
event through wideband spectral integration, or as ‘‘high’’ in
level as the voluntary allocation of perceptual resources to a
particular frequency channel, are necessarily more central in
locus than cochlear output.
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On a variety of visual tasks, improvement in perceptual discrimination with practice~perceptual
learning! has been found to be specific to features of the training stimulus, including retinal location.
This specificity has been interpreted as evidence that the learning reflects changes in neuronal tuning
at relatively early processing stages. The aim of the present study was to examine the frequency
specificity of human auditory perceptual learning in a frequency discrimination task. Difference
limens for frequency~DLFs! were determined at 5 and 8 kHz, using a three-alternative forced
choice method, for two groups of eight subjects before and after extensive training at one or the
other frequency. Both groups showed substantial improvement at the training frequency, and much
of this improvement generalized to the nontrained frequency. However, a small but statistically
significant component of the improvement was specific to the training frequency. Whether this
specificity reflects changes in neural frequency tuning or attentional changes remains unclear.
© 2000 Acoustical Society of America.@S0001-4966~00!04112-6#
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I. INTRODUCTION

Improvements in perceptual judgments with practice
have been known for well over a century@see Gibson~1953!
and Goldstone~1998! for reviews#. In recent years there has
been considerable interest in thespecificityof some forms of
visual perceptual learning. Improvements with practice on
tasks such as Vernier acuity and texture discrimination have
been reported to be highly specific for such features as locus
of retinal stimulation, stimulus orientation and size, and~in
some cases! the trained eye~e.g., Ramachandran and Brad-
dick, 1973; Fiorentini and Berardi, 1980; Karni and Sagi,
1991; Gilbert, 1994; Schoupset al., 1995; Ahissar and Hoch-
stein, 1993, 1996!. A common interpretation of this specific-
ity is that the learning reflects plastic changes in the tuning of
neurons at a relatively early stage of visual processing. For
example, Karni and Sagi~1991! interpreted the fact that
learning of a texture discrimination task was specific to reti-
nal locus, orientation, and the trained eye as indicating that
the learning reflected neural plasticity in primary visual cor-
tex. However, alternative explanations of the specificity of
perceptual learning in attentional terms have also been pro-
posed~Mollon and Danilova, 1996!.

Although there have been a number of studies of audi-
tory perceptual learning and generalization@see Watson
~1980, 1991! for reviews#, only a few recent studies have
explicitly examined the question of whether any component
of the learning is specific to the training stimulus~e.g., Trem-

blay et al., 1997; Wrightet al., 1997!. Specificity of visual
perceptual learning on a number of tasks with respect to the
retinal location at which the stimuli are presented suggests
that there might be an analogous specificity of auditory per-
ceptual learning with respect to cochlear locus of activation,
i.e., with respect to frequency. Although improvements in
frequency discrimination with practice have been reported by
a number of authors~e.g., Campbell and Small, 1963;
Moore, 1973, 1976!, the only investigation of the frequency
specificity of this learning in humans is that by Demany
~1985!. He trained four different groups of subjects on a
frequency discrimination task at 0.2, 0.36, 2.5, and 6 kHz,
and determined the effect of this training on frequency dif-
ference limens~DLFs! at 0.2 kHz. His results indicated that
training at the first three frequencies resulted in similar~sta-
tistically indistinguishable! improvement in discrimination at
the test frequency~0.2 kHz!, whereas training at 6 kHz re-
sulted in less improvement. He suggested that this difference
might be attributable to the fact that the three lower frequen-
cies were in the frequency range likely to be coded periph-
erally by temporal mechanisms, whereas the highest fre-
quency ~6 kHz! was in the place coding range. Although
Demany’s results indicate a lack of specificity of frequency
discrimination learning in the frequency range likely to be
coded by temporal mechanisms, they leave open the possi-
bility that there might be some degree of specificity of such
learning in the frequency range coded by place mechanisms.

A recent study of frequency discrimination learning in
owl monkeys has provided important data on the nature and
locus of neural changes associated with perceptual learninga!Electronic mail: d.irvine@sci.monash.edu.au
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in frequency discrimination. Recanzoneet al. ~1993! re-
ported that improvements in frequency discrimination~at
2.5, 3.0, 5.0, and 8.0 kHz! were characterized by an early fast
phase in which large improvements in performance were
seen, and by a later, slower phase in which smaller improve-
ments occurred@see also Prosenet al. ~1990!#. Generaliza-
tion was tested in two animals, from 2.5 to 8 kHz in one case
and from 5 to 3 kHz in the other. Improvements in the fast
phase generalized to frequencies other than that at which the
monkeys were trained, and were attributed to ‘‘conceptual’’
learning of the task and the development of appropriate strat-
egies. Improvements in the second, slower phase did not
generalize to other frequencies, and in one case were associ-
ated with a decrement in performance at a previously trained
frequency. These results are therefore in accordance with
those of Demany~1985! in indicating some degree of speci-
ficity of perceptual learning when generalization is tested
across frequency ranges likely to be coded peripherally by
different mechanisms. Recanzoneet al. attributed the second
phase of improvement to an enhancement of the central rep-
resentation of the training frequencies. In accordance with
this suggestion, and with the proposal that stimulus-specific
perceptual learning reflects changes in neural response char-
acteristics at relatively early processing stages, they reported
that learning was associated with an enlarged representation
of the training frequencies in the primary auditory cortex
~AI !.

The aim of the study reported here was to determine
whether perceptual learning by human subjects on a fre-
quency discrimination task using frequencies in the range
coded peripherally by place rather than temporal mecha-
nisms is specific to the training frequency.

II. METHOD

A. Subjects

Sixteen normal hearing, right-handed volunteers~12 fe-
male! in the age range 18–31 years~mean 22.9 years! served
as subjects. One subject was one of the authors~EK!; all
other subjects were paid for their participation. Normality of
hearing was established by determining thresholds at 1, 5,
and 8 kHz using a three-alternative forced choice~3AFC!
procedure. All Ss had thresholds within 1.5 standard devia-
tions of age- and gender-related norms~Corso, 1963!. No
subject had any previous experience in psychoacoustics; the
use of untrained subjects was necessary in order to ensure
that any perceptual learning in frequency discrimination took
place predominantly in the course of the experiment. Sub-
jects were assigned randomly to one of two experimental
groups~see Sec. II C!.

B. Stimuli

Tone-burst stimuli were generated digitally using a digi-
tal signal processing board@Tucker Davis Technologies
~TDT! AP2# and a sampling rate of 200 kHz. The tone bursts
were 220 ms in duration, incorporating 10-ms rise–fall times
shaped with a cos2 function, and the interval between suc-
cessive tones in a trial was 520 ms. Digitized waveforms
were delivered to a 16-bit digital-to-analog converter~TDT

DD1!, followed by a programmable attenuator~TDT PA4!
and an audio amplifier~Yamaha AX350!. Stimuli were pre-
sented monotically to the right ear via Sennheiser HD265
headphones, at a level 60 dB above the subject’s absolute
threshold in that ear for the particular frequency~60 dB SL!.
To control for the possibility of loudness fluctuations provid-
ing a cue to frequency differences~Henning, 1966!, tone
level was randomly varied over a61-dB range around the
specified level.

C. Procedure

The experiment consisted of a preliminary task-practice
phase, followed by a pretest, a training phase, and a posttest.
In the pre- and posttest phases, DLFs were measured for all
16 subjects at 5 and 8 kHz. In the training phase, eight sub-
jects received extensive frequency discrimination training at
one of these frequencies, and the remaining eight at the
other. The preliminary task-practice phase was designed to
reduce the magnitude of the task-related learning component
in the training phase, so that this component would be less
likely to mask small perceptual learning effects. During the
task-practice phase, DLFs were determined at a frequency~1
kHz! in the temporal coding range, and well removed from
those to be used in training.

In each phase of the experiment, DLFs were estimated
using an adaptive, three-interval, 3AFC method. Each trial
consisted of three intervals indicated by lights. In two of the
intervals the frequency of the stimulus was the same; in the
third, selected at random, it was higher. The subject’s task
was to detect the interval containing the higher frequency.
Subjects responded using a hand-held three-button key pad,
and initiated each new trial by pushing the first button. Sub-
jects were not given trial-by-trial feedback but, in an attempt
to maintain motivation, they were informed of their threshold
after each DLF estimation.

A two-down one-up rule was used to estimate the fre-
quency difference corresponding to the 70.7% correct point
on the psychometric function~Levitt, 1971!. The initial dif-
ference in frequency was 20% of the base frequency; after
two consecutive correct responses the frequency difference
was reduced by a factor of 1.4, and after one incorrect re-
sponse it was increased by the same factor. For each DLF
estimate, the adaptive procedure was terminated after 11 re-
versals~i.e., six downward runs! and the threshold was taken
as the geometric mean of the frequency differences at the last
eight reversals.

In the task-practice phase, four DLF estimates were ob-
tained at 1 kHz. In the pre- and posttest phases, three esti-
mates were obtained at each of 5 and 8 kHz, with the order
of testing frequencies alternated and counterbalanced across
subjects. In the training phase, each session comprised eight
DLF estimates, with a rest period of five minutes between
the first and last four. The median of the threshold estima-
tions made at a given frequency within the task-practice,
pretest, and posttest phases, or within a training session, was
taken as the DLF for that phase/session. The median was
used because in our experience it has proved to be a more
reliable measure than the mean with respect to thresholds
measured using this procedure.
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Nine training sessions were run, with a maximum of two
sessions per day and a minimum interval of 2 h between
sessions. Task practice and the pretest, separated by a 5-min
rest interval, were completed on day 1 of testing. Two train-
ing sessions were completed on each of days 2–5, and the
ninth training session and posttest, separated by a 5-min rest
interval, were completed on day 6. In the course of the ex-
periment each subject spent 6–7 h and completed 4000–
5000 trials in making frequency discriminations at the train-
ing frequency.

III. RESULTS

The major aim of this study was to determine whether
improvement in frequency discrimination with training~per-
ceptual learning! is specific to the training frequency. A pre-
requisite, therefore, is to establish the occurrence of percep-
tual learning at the training frequency. In Figs. 1~a! and 1~c!
median DLFs@expressed as percentage of base frequency
~DLF%!# for individual subjects trained at 5 and 8 kHz, re-
spectively, are shown as a function of test session. In both
groups, there was considerable intersubject variability in
both DLF magnitude and the amount by which DLF changed
as a result of training, but the posttest threshold was lower
than the pretest threshold for seven of the eight subjects
trained at 5 kHz@Fig. 1~a!# and for all of the eight subjects
trained at 8 kHz@Fig. 1~c!#. The overall improvement in
discrimination is illustrated by the mean functions in Fig.
1~e!, which show that asymptotic or near-asymptotic group
performance was achieved over the last five sessions. Mean

DLFs were larger, and the improvement with practice also
appeared to be somewhat greater, at the higher frequency.
These differences were examined statistically by means of a
repeated-measures two-way analysis of variance~ANOVA !
incorporating a Greenhouse–Geiser correction, after subject-
ing the data to a square-root transformation to correct for
non-normality in some cells. The analysis yielded a highly
significant effect of session@F~10,140!512.25; p50.00001#,
confirming the reduction in DLF with training. The differ-
ence between groups just failed to achieve significance at the
0.05 level@F~1,14!54.42; p50.054#, and the interaction was
not significant@F~10,140!51.35; p50.211# Thus, while the
difference in DLFs in the 5- and 8-kHz groups approached
significance, there was no significant difference between the
groups with respect to the effect of training.

Given a significant perceptual learning effect, the ques-
tion of the specificity of this effect to the training frequency
can be examined. The pre- and posttest DLFs of individual
subjects at the untrained frequencies are shown in Figs. 1~b!
and 1~d!. Again, there are large individual differences, but
seven of the eight subjects trained at 5 kHz showed a de-
crease in threshold at 8 kHz@Fig. 1~b!#, and six of the eight
trained at 8 kHz showed a decrease at 5 kHz. Mean pre- and
posttest DLFs at 5 and 8 kHz are shown in Figs. 2~a! and
2~b!, respectively, for subjects trained at the same frequency
~‘‘trained same;’’ solid lines! and at the other frequency
~‘‘trained different;’’ broken lines!. The ‘‘trained-same’’
lines show the substantial improvement already illustrated in
Fig. 1~e!. At each of the test frequencies, there also appears
to be improvement in DLF for those subjects trained at the

FIG. 1. Improvement in frequency discrimination with
training. ~a! and ~b! Changes in DLF% across sessions
at training frequency~5 kHz! ~a!, and pre- and post-
training DLF% estimates at 8 kHz~b!, for individual
subjects in the 5-kHz training group. Each subject is
represented by the same symbol in the two panels.~c!
and ~d! Corresponding data for subjects in the 8-kHz
training group.~e! Mean functions showing learning
curves for the two groups at their training frequencies.
Error bars indicate the standard error of the mean
~SEM!.
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other frequency~broken lines!, suggesting a degree of gen-
eralization of perceptual learning across frequencies. How-
ever, the slope of the ‘‘trained-same’’ line is steeper than that
of the ‘‘trained-different’’ line in each case, indicating a
greater degree of improvement at the trained frequency, and
suggesting that some proportion of the improvement with
practice was specific to the training frequency. As in Dema-
ny’s ~1985! study, this difference in slope is confounded
with differences in the pretest DLFs, so its interpretation is
unclear. In order to control for the effects of pretest scores, a
two-way analysis of covariance~ANCOVA! of the posttest
scores, using pretest scores as a covariate~Keppel and
Zedek, 1989!, was carried out. The two factors were training
frequency and whether the training and test frequencies were
the same or different~the ‘‘trained-same/trained-different’’
factor!. Again, a square-root transformation was applied to

the data to correct for non-normality. In Fig. 2~c! the mean
posttest square-root DLF% values, adjusted for the correla-
tion with the pretest covariate, are shown, and illustrate that
for each of the test frequencies the adjusted posttest DLF was
smaller for subjects trained at the same frequency. The
ANCOVA revealed that the main effect of the trained-
same/trained different factor was significant
@F~1,13!54.70; p50.049#, but that neither the main
effect of training frequency @F~1,13!50.51; p50.489#
nor the interaction between the two factors
@F~1,13!50.53; p50.479# approached significance. Thus, it
appears that there is a component of the improvement in
frequency discrimination with training that is specific to the
training frequency.

IV. DISCUSSION AND CONCLUSIONS

The results confirm the occurrence of perceptual learn-
ing in a frequency discrimination task, and indicate that al-
though a large component of the improvement in frequency
discrimination generalizes across frequencies, a small but
statistically significant component of the improvement is
specific to the training frequency. The mean posttraining
DLFs at 5 and 8 kHz were considerably larger than those
reported in previous studies in which subjects were screened
for low DLFs ~e.g., Wier et al., 1977! or had musical or
psychoacoustical skills~e.g., Henning, 1966; Moore, 1973;
Sek and Moore, 1995!. However, the range of DLFs was
comparable to that reported for unskilled listeners at 1 kHz
by Moore ~1976! ~when his difference limens are converted
to DLF% values!, and the posttraining DLFs of the best-
performing subjects were similar to those reported for
selected/highly skilled listeners in previous studies. The
greater magnitude of DLFs at 8 kHz than at 5 kHz, a differ-
ence that approached significance, is also in agreement with
previous data~Moore, 1993!.

The major aim of this study was to examine the speci-
ficity of perceptual learning on a frequency discrimination
task. As in Demany’s~1985! study, there was evidence of
improvement in frequency discrimination at a frequency
other than that on which subjects were trained, suggesting
generalization of perceptual learning across frequencies. The
extent to which this improvement reflects a true generaliza-
tion of the effects of training cannot be established in the
absence of a control group that received no training between
pre- and posttest. It is possible that such a group would show
some improvement as a consequence of some form of long-
term consolidation of learning that took place during the pre-
test itself.

The most important feature of the present data, however,
is the finding that a component of the improvement with
training was specific to the training frequency. The finding of
partial specificity of perceptual learning in the frequency
range coded by place mechanisms is in contrast to the com-
plete generalization shown by Demany~1985! within the fre-
quency range coded peripherally by temporal mechanisms.
However, comparison between our and Demany’s studies is
qualified by the fact that he used only 700 training trials, in
contrast to the 4000–5000 trials at the training frequency in
the present study. Furthermore, his experiment did not in-

FIG. 2. Comparison of improvements at training and non-training frequen-
cies. ~a! and ~b! Mean pre- and posttest DLF% values at 5 and 8 kHz@~a!
and~b!, respectively# for subjects trained at that frequency~‘‘trained same’’!
and subjects trained at the other frequency~‘‘trained different’’!. Note dif-
ferent ordinate scales. Error bars indicate the SEM.~c! Mean posttest square
root DLF% values, adjusted for differences in pretest values, at 5 and 8 kHz
for subjects trained at the same and at the other frequency.
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clude a task-practice session to minimize the contribution of
task-related learning. It is therefore possible that a substantial
proportion of the improvement shown by his subjects re-
flected task-related learning which generalized completely
and masked a small frequency-specific perceptual learning
effect. As noted in the Introduction, both Demany~1985; in
humans! and Recanzoneet al. ~1993; in monkeys! found
some degree of specificity when generalization was tested
across frequency ranges coded by different mechanisms.
Considered together, the data from all three studies suggest
the possibility of differences in the specificity of perceptual
learning in different frequency ranges. This possibility re-
quires further examination in experiments using the same
testing and data analysis procedures to examine specificity of
perceptual learning within and across different frequency
ranges.

As discussed in the Introduction, specificity of visual
perceptual learning to the locus of retinal stimulation~and to
a number of other features! has commonly been interpreted
as indicating that the learning involves changes in the tuning
of neurons at relatively early processing stages~perhaps in
primary visual cortex!. Recanzoneet al.’s ~1993! finding that
improvement in frequency discrimination performance was
associated with increases in the area of representation of the
training frequencies~defined as the area in which neurons
had characteristic frequencies in the frequency range used in
training! in AI is in accordance with this interpretation. In
this context, the possible difference between frequency
ranges discussed above is of interest, given that temporal
coding mechanisms are not preserved at levels above the
midbrain.

Finally, as alluded to in the Introduction, the interpreta-
tion of specificity of perceptual learning requires some con-
sideration. Except in animal studies in which cortical neural
tuning can be examined directly@as in Recanzoneet al.
~1993!#, evidence for the relationship between perceptual
learning and changes in neuronal tuning in cortex is indirect.
As Mollon and Danilova~1996! have argued, other explana-
tions of the specificity of perceptual learning are possible.
For example, it could be that the subject learns which subset
of central channels provides the most useful information on
which to base the discrimination and ‘‘how variations in the
signals on these channels map onto the external discrimi-
nanda’’ ~Mollon and Danilova, 1996, p. 52!. This proposed
mechanism would not involve any change in the tuning or
other properties of the neurons comprising the channels.
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The Tickle Talker™ is an electrotactile speech perception device. Subjects were evaluated using the
device in various tactile-alone and tactile–visual contexts to assess the generalization to other
contexts of tactile-alone perceptual skills. The subjects were from a group of six normally hearing
subjects who had previously received 12 to 33 h of tactile-alone word recognition training and had
learned an average vocabulary of 50 words@Galvin et al., J. Acoust. Soc. Am.106, 1084–1089
~1999!#. The tactile-alone evaluation contexts were sentences, unfamiliar talkers, and untrained
words. The tactile–visual evaluation contexts were closed-set words, open-set words, and open-set
sentences. Tactile-alone perceptual skills were generalized to unfamiliar speakers, sentences, and
untrained words, though scores indicated that generalization was not complete. In contrast, the
generalization of skills to tactile–visual contexts was minimal or absent. The potential value of
tactile-alone training for hearing-impaired users of the Tickle Talker™ is discussed. ©2000
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PACS numbers: 43.66.Wv, 43.71.Es, 43.71.Ky, 43.71.Ma@DOS#

I. INTRODUCTION

Tactile devices supply speech information to supplement
that available via audition and vision, and are one option for
improving the sound awareness and speech perception of
people with a severe-profound or profound hearing impair-
ment. Multichannel tactile devices generally provide time,
intensity, and spectral information that can be used to dis-
criminate speech features, and to recognize vowels and con-
sonants in closed sets. Studies in the literature have reported
variation in the level of enhancement demonstrated on
speechtracking evaluations, with relatively small improve-
ments of 5 to 13 words per minute~wpm! being common
when the tactile was combined with auditory, visual, or
auditory-plus-visual information~see, for example, Cowan
et al., 1988, 1989, 1990; Kishon-Rabinet al., 1996; Plant,
1992, 1998; Reed and Delhorne, 1995; and summary articles
by Bernstein, 1992; Weisenberger, 1995!. Superior

speechtracking enhancement rates of over 40 words per
minute have also been reported~Weisenbergeret al., 1989!.
Despite the potential demonstrated by these results, the level
of clinical usage of tactile devices remains relatively low. In
contrast, an alternative speech perception device, the co-
chlear implant, has achieved widespread clinical success
~see, for example, Geers and Moog, 1995; Kessler, 1993;
Osbergeret al., 1996; Parkinsonet al., 1998; Stalleret al.,
1995!. An implant has clear advantages over a tactile device,
including utilizing the natural auditory neural pathway, typi-
cally providing an individual with a benefit to speech percep-
tion greater than that to be expected from a tactile device,
and providing a realistic possibility for device-alone percep-
tion of connected speech.

Given the advantages and success of cochlear implants,
some clinicians and researchers have questioned the need for
tactile devices. However, it is important to recognize that a
cochlear implant is not the answer for every person who
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meets the audiological criteria for candidature. For some
there are medical contraindications to surgery, such as an
obliterated cochlea, a recurring middle-ear infection, or un-
suitability for general anesthetic. For others with multiple
handicaps, their potential to cooperate with device fitting and
to utilize the information provided may be difficult to pre-
dict. Even if candidacy is established, some adults and par-
ents of candidates do not wish to proceed with the operation.
Reasons for this decision include unwillingness to undergo
surgery, the likely destruction of any remaining hearing in
the implanted ear, the fact that performance predictions are
based on general group experience and cannot be guaranteed
for an individual, and the cost of the surgery and the device.
Parents may also agree with the view of some in the deaf
community that hearing impairment is not a disability to be
‘‘corrected’’ ~Lane and Bahan, 1998; Tucker, 1998!.

For individuals who cannot or do not wish to obtain a
cochlear implant, a tactile device is an alternative for supply-
ing supplementary acoustic information. Tactile device use
may also have other important outcomes. Positive experience
with a tactile device motivates some individuals to improve
their communication, perhaps through participating in aural
rehabilitation classes, increased social participation, or inves-
tigation of cochlear implant candidacy. Tactile device use by
established pediatric cochlear implant candidates may pro-
vide useful information relating to such factors as the child’s
ability to cooperate with programming and to learn to use
new speech information, and the commitment of the child
and family to session attendance and consistent device use.

Given that, for the foreseeable future, tactile devices will
be used by some hearing-impaired people, it is important to
establish what type of training is most likely to help such
users to learn to obtain and utilize tactile information quickly
and effectively. The importance of training has been empha-
sized previously~see, for example, Alca´ntara, 1991; Galvin
et al., 1993; Plant, 1995; Oller, 1995!; however, the optimum
configuration of training remains unclear. Unfortunately,
clarifying the effective components of training is a complex
task as many interacting factors influence speech perception.
The limited number of hearing-impaired tactile device users
who are potential subjects for such research also makes the
task more difficult. One compromise approach is to employ
hearing subjects in studies examining limited aspects of
training. With continued research each such study should
contribute to an overall picture of the most appropriate train-
ing for hearing-impaired tactile device users. One such spe-
cific area of investigation has been the value of unimodal and
combined-modality training, and this topic is further exam-
ined in the present study.

The subjects in the present study used the Tickle
Talker™ electrotactile device, which was originally devel-
oped by The University of Melbourne’s Department of Oto-
laryngology for use in the preoperative evaluation of co-
chlear implant candidates~Blamey and Clark, 1985!. Earlier
training studies with the device considered some effects of
providing unimodal and bimodal training to device users
~Alcántaraet al., 1993; Oerlemans and Blamey, 1998!. In a
recent investigation of the potential for naive subjects to
learn a vocabulary using the Tickle Talker™ alone, six nor-
mally hearing subjects learned to recognize an average of 50
words when provided with 12 to 33 h of tactile-alone word
recognition training~Galvin et al., 1999!. As discussed pre-
viously ~Galvin et al., 1993!, some basic tactile-alone work
is included in the Tickle Talker™ training program, with the
aim of introducing the tactile signal, allowing the user to
focus on the tactile information only, and developing an un-
derstanding that the tactile signal provides useful speech in-
formation. However, the results of Galvinet al.’s ~1999!
tactile-alone word recognition training study raise the ques-
tion of whether providing further tactile-alone training at the
word level would be a productive use of training time for
hearing-impaired device users. Such training would only be
worthwhile if the skills learned during training were gener-
alized to other contexts which were representative of the
variation encountered in daily communication.

Previous studies have evaluated the performance in a
variety of contexts of subjects trained in tactile-alone word
recognition using other tactile devices~the details of these
devices are presented in Table I and further discussion of
tactile devices in general is provided in the Method section!
~Engelmann and Rosov, 1975; Reedet al., 1982; Brooks
et al., 1986a, 1986b; Lynchet al., 1988, 1989!. As the main
aim of these studies varied, the subjects in some studies~En-
gelmann and Rosov, 1975; Reedet al., 1982; Lynchet al.,
1989! gained experience or received training other than the
tactile-alone word recognition training. As a consequence, it
was not always possible to determine the extent to which
performance in other contexts was due to the tactile-alone
training. The present study involved subjects whose only ex-
perience of tactile speech information was the tactile-alone
word recognition training reported in Galvinet al. ~1999!.
Given this, the performance of these subjects in other con-
texts can be attributed to the generalization of skills learned
during the tactile-alone word recognition training.

The general aim of the present study was to consider the
value of tactile-alone word recognition training for hearing-
impaired users of the Tickle Talker™ by evaluating the flex-
ibility of the tactile perceptual skills developed through such

TABLE I. Details of devices used in previous studies examining the post-training performance of subjects
trained in tactile-alone word recognition.

Reference Lynchet al.,
1989

Lynch et al.,
1988, 1989

Engelmann and
Rosov, 1975

Brookset al.,
1986a, 1986b

Device Tactaid II Tacticon 1600 Oregon vocoder Queen’s University
vocoder

Stimulation vibrotactile electrotactile vibrotactile vibrotactile
Site wrist abdomen arm arm
Channels 2 16 23 16
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training. The specific aim was to assess whether perceptual
skills acquired during tactile-alone word recognition training
using the Tickle Talker™ were generalized to other selected
tactile-alone and tactile–visual contexts. The other tactile-
alone contexts were the perception of sentences, untrained
words, and words presented by unfamiliar talkers. The other
tactile–visual contexts were the perception of closed-set
words and open-set words and sentences.

II. METHOD

A. Design

Four adults with normal hearing completed evaluations
of tactile-alone and tactile–visual perception with the Tickle
Talker™ using a variety of test materials. The subjects’ only
experience with tactile speech perception was an earlier pro-
gram of tactile-alone word recognition training, so that their
performance in other contexts could be attributed to this type
of training.

B. Tactile devices and the Tickle Talker™

As background information to the subsequent descrip-
tion of the Tickle Talker™, and to allow comparison of the
Tickle Talker™ with other tactile devices referred to in the
Discussion section, some basic points relating to tactile de-
vices in general will be reviewed here. Characteristics of the
tactile sense are important in determining the type of infor-
mation to be presented via a tactile device. Verrillo and Ge-
scheider~1992! reviewed research into perception via the
sense of touch. These authors concluded that the skin is
‘‘poor’’ at discriminating frequency differences, that the vi-
brotactile system has a comfortable intensity range of just 55
dB, and that masking of simultaneous or consecutive stimuli
was a significant issue for tactile device developers. A tactile
device usually consists of a microphone to collect the acous-
tic input, a speech processor to process~if necessary! and
relay the signal, and transducer~s! to present the information
to the skin. Devices are commonly classified by the level of
processing applied to the acoustic input~bandpass filter or
speech feature selection!, the site of stimulation, the number
of transducers used to present information, and the type of
stimulation ~electrotactile or vibrotactile!. In devices em-
ploying a speech-feature selection approach to processing the
acoustic input, the system extracts particular features of the
acoustic signal for presentation to the user. In the bandpass
filter or vocoder approach, the input passes through a set of
filters, with each filter corresponding to a particular tactile
transducer. This latter approach essentially presents the raw
signal to the user. Vibrotactile devices present information to
the user via mechanical depression of the skin, with the skin
being more sensitive to vibrations in the frequency range 200
to 250 Hz~Sherrick and Craig, 1982!. Electrotactile devices
present information via electrical stimulation of the sensory
receptors or nerve fibers in the skin. This stimulation is most
efficiently conducted using current pulses, with rates in the
range of 20 to 400 pulses per second ensuring that individual
pulses are not felt but that the nerve has sufficient time to
recover between pulses~Brown and Stevens, 1992!. The dis-
advantages of vibrotactile stimulation are that relatively large

transducers and a relatively high rate of power consumption
are required~Sherrick, 1984!. The disadvantages of electro-
tactile stimulation are the greater potential for unpleasant
stimulation~Brown and Stevens, 1992!, and the limited dy-
namic range of the tactile system for responding to variation
in the intensity of electrotactile stimulation; this latter disad-
vantage requires that sound input be compressed or intensity
coded in an alternative manner~Weisenberger, 1992!.

The Tickle Talker™ consists of a lapel microphone, a
handset, and a speech processor. The eight electrodes in the
four rings of the handset are positioned over the digital nerve
bundles, which lie along the sides of the fingers. Information
is presented to the user via electrocutaneous stimulation of
these nerve bundles. The original Tickle Talker™ speech
processor was based on the WSP II processor used with the
original version of the Nucleus 22-channel cochlear implant
~Blamey and Clark, 1985!. The speech processor used in the
present study was the Mk III version, which incorporated a
number of design improvements including the use of the
nonactive finger electrodes as the ground/return electrode
during stimulation. The speech-processing strategy imple-
mented in this processor extracted estimates of the funda-
mental frequency and the second formant frequency of
speech, and the overall amplitude of speech in the band up to
4 kHz and in a second band above 4 kHz~Cowan et al.,
1991!. These features were encoded as electrical stimulus
parameters, withF0 being encoded as pulse rate,F2 being
encoded as electrode position on electrodes 2 to 7, overall
amplitude being encoded as stimulus intensity, and high-
frequency information resulting in stimulation on electrode
8. In addition to the frequency-specific stimulation on elec-
trodes 2 to 7, the voiced/unvoiced contrast was presented as
stimulation on electrode 1 for unvoiced sounds. No stimula-
tion was presented on electrode 1 for voiced sounds. The
crossover boundaries for the electrodes were 1100, 1300,
1500, 1800, 2000, 2200, and 4000 Hz.

C. Subjects

The subjects were two females~S1 and S5! and two
males~S2 and S3! from the group of six normally hearing
adults who participated in a previous training study~Galvin
et al., 1999!. Subject numbering is consistent with that study.
Personal commitments prevented S4 and S6 from being in-
volved in the present study. By coincidence, S4 and S6 dem-
onstrated the fastest and the slowest rates, respectively, of
word learning in the training study, so that the four remain-
ing subjects form a relatively homogeneous group with re-
spect to learning rate. The number of hours of tactile-alone
word recognition training received, the number of words
learned, and the learning rate for each subject in the training
study are presented in Table II. The subjects had received no
visual-alone or combined-modality training, and no tactile-
alone training other than the word-level training provided in
the previous training study.

D. Experimental setup

The experimental setup was identical to that used for the
training study ~Galvin et al., 1999!. To ensure that the
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stimuli were not audible, the subject wore foam earplugs,
received white noise via headphones, and was isolated from
the talker inside a soundproof booth. During visual-alone and
tactile–visual evaluations, the subject viewed the talker
through the booth window. A Mirage DM520 microphone,
positioned approximately 15 cm from the talker’s mouth,
replaced the standard Tickle Talker™ lapel microphone, al-
lowing the input signal to be delivered through a mixer.

E. Evaluation

Details of the training and evaluation procedures imple-
mented in the training study were reported in Galvinet al.
~1999!. Briefly, the subjects received tactile-alone training on
a closed set of words that increased in size as evaluations
indicated that the vocabulary was being recognized with
70%–80% accuracy. Within 10 days of the cessation of
training, the subjects were evaluated in the present study
with a variety of tactile-alone and tactile–visual materials.

The generalization of tactile-alone word recognition
skills to unfamiliar talkers was assessed with an unfamiliar
male talker and an unfamiliar female talker. A 34-word list,
on which all subjects had been trained and evaluated in the
training study, was used. The evaluation protocol was the
same as that used during the training study; that is, the test
list consisted of two random presentations of each word, and
subjects responded from a closed-set list. Initial evaluation
was with the familiar male talker, followed directly by the
two other unfamiliar talkers. The order of these two talkers
was randomized across subjects.

The generalization of tactile-alone perceptual skills to
the perception of words in sentences was assessed using sen-
tences constructed only from the words each subject learned
during training. Details of the individual test list constructed
for each subject are presented in Table III, and examples of
the sentences used are presented as Appendix A. Two to four
words in each sentence were designated as key words, and
the sentences were scored by the number of key words per-
ceived correctly. The first subject evaluated, S2, had learned
46 words. Construction of a sentence list based on the pre-
sentation of each learned word twice as a key word resulted
in 92 key words in 33 sentences. This test list was too long,
making it difficult for the subject to maintain concentration.
For subsequent subjects, the evaluation protocol used in the
training study was followed, so that the number of key words
was limited to a maximum of 70, with each learned word

being presented as a key word at least once but no more than
twice. Note that subjects were not provided with a word list
to refer to during the sentence testing.

The generalization of tactile-alone word recognition
skills to the perception of untrained words, and the generali-
zation of tactile perceptual skills to the tactile–visual percep-
tion of trained and untrained words, were assessed with a
single word list containing both word types. The list~at-
tached as Appendix B! was constructed from 20 untrained
words and 20 trained words~these being the first 20 words
used in the training study!. The untrained words were con-
structed from the phonemes of the trained words, with each
phoneme used only once and no consideration given to pho-
neme position within a word. This procedure was used to
achieve the maximum similarity between the lists. It is not
claimed that the procedure produced word lists that were
phonemically balanced, as changes in the word position of
the phonemes clearly change their acoustic properties. Such
balancing would be impossible to achieve, given that the
content and order of the trained word list was fixed. Each
administration of the list consisted of two random presenta-
tions of each word, with subjects responding from a closed-
set list. Subjects were evaluated in the tactile-alone, visual-
alone, and tactile–visual conditions, with the order of
conditions balanced across subjects.

The generalization of tactile perceptual skills to the
tactile–visual perception of open-set material was assessed
using the Consonant–Nucleus–Consonant~CNC! words test
~Peterson and Lehiste, 1962! and the Speech Intelligibility
Test ~SIT! sentences~Magner, 1972!. For the CNC words,
each list contained 50 words, and responses were scored for
the number of phonemes correct and the number of words
correct. For the SIT sentences, each list contained 16 sen-
tences with a total of 80 key words, and responses were
scored for the number of key words correct. For each test,
two lists were presented in each of the visual-alone and
tactile–visual conditions. The lists used were randomized
across subjects and conditions, and the order of conditions
was balanced across subjects.

The evaluation materials were administered in the fol-
lowing order: sentences constructed from trained words;
closed-set trained and untrained words; words presented by
unfamiliar talkers; and the CNC words test and the SIT sen-
tences. Nearly all evaluations were completed in the 10-day
period following the cessation of training. The only excep-
tion was that S3 completed the unfamiliar talker assessment
1 month after the cessation of training, due to other commit-
ments of this subject and the unfamiliar male talker. This

TABLE III. Details of the test list for each subject for the tactile-alone
perception of key words in sentences constructed from trained words.

Subj.
Trained words used to

construct sentences
Sentences/

list
Key words/

list
Chancea

~%!
Score
~%!

S1 70 24 70 3.0 14.2
S2 46 33 92 7.4 6.5
S3 34 24 68 8.6 17.6
S5 62 24 70 3.5 22.8

aCalculated by dividing the average number of words per response sentence
by the number of trained words used to construct the sentences.

TABLE II. Number of hours of training received, number of words learned,
and learning rate for subjects in a previous tactile-alone word recognition
training study.a

Subject Hours of trainingb Words learned Rate~words/h!

S1 33.1 77 2.3
S2 17.8 46 2.6
S3 12.3 34 2.8
S4 17.7 27 1.5
S5 18.5 62 3.4
S6 12.5 52 4.2

aGalvin et al. ~1999!.
bExcludes evaluation time.
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deviation from the protocol did not affect the conclusions
drawn, as the most important comparison of scores was
made across talkers, and S3 completed the evaluations with
all three talkers on the same day. For the CNC words test and
the SIT sentences, the post-training evaluation was desig-
nated evaluation 2. For these tests only, evaluation 1 was
conducted during the training study, after the subjects had
learned 25 to 30 words. Evaluation 1 was defined as a
‘‘midtraining’’ evaluation.

The evaluation materials were presented live-voice with-
out feedback. With the exception of the evaluations specified
as involving unfamiliar talkers, all materials were presented
by the same male talker who previously provided the train-
ing. The familiar and the two unfamiliar talkers were re-
searchers or clinicians experienced in producing clear speech
for artificially deafened research subjects or hearing-
impaired clients. The talkers were instructed to present the
evaluations using the clear speech they would normally use
for communicating with hearing-impaired or artificially deaf-
ened individuals. For the sentence evaluations, a medium-
paced rate of presentation was used so that the speech was
clear but the rate was not slowed to the extent that natural
intonation patterns were affected.

III. RESULTS

Figure 1 presents the individual and group scores for
tactile-alone word recognition with the familiar talker and
the two unfamiliar talkers. The dashed line represents the
95% confidence limit for scores greater than chance, which
was calculated using the binomial approximation of Thorn-
ton and Raffin~1978!. As shown, all subjects scored signifi-
cantly above chance with the familiar talker and both of the
unfamiliar talkers. When evaluated with the familiar talker,
S1 and S5 scored above the 70% evaluation criterion used in
the training study, whilst S2 and S3 scored just 57.4%. The
word recognition skills of S2 and S3 may have been more
affected by the fact that training was no longer being re-

ceived when these evaluations were completed. The skills of
S3 may have been particularly affected due to this subject
completing this evaluation 4 weeks after training ceased,
while the other subjects completed this evaluation within the
10-day post-training period. In addition, in the previous
training study, S1 had received more training, and S5 had
demonstrated a faster rate of word learning, and these factors
may have contributed to the superior scores of these two
subjects. The chi-square test for goodness of fit indicated
that, for each subject and the group, the scores with the fa-
miliar talker were significantly higher than the scores with
the unfamiliar male talker@x2(1,n568).10.8, p,0.001#
and the unfamiliar female talker@x2(1,n568).4.2, p
,0.04#. The chi-square test also indicated that there was no
significant difference between the scores with the two unfa-
miliar talkers for S1, S2, S5, or the group
@x2(1,n568),1.9, p.0.19#. For S3, the score with the un-
familiar male talker was significantly lower than the score
with the unfamiliar female talker~x259.3, p50.002!. It
should be noted that S3 reported after the event that the voice
of the unfamiliar male talker was presented at a lower level
than those of the other talkers and had been difficult to detect
at times. A possible equipment malfunction may explain the
poor score of this subject with this unfamiliar talker.

Table III presents the key-word scores for the tactile-
alone perception of sentences constructed from trained
words. Chance scores for each subject were calculated by
dividing the average number of words per response sentence
by the number of trained words used to construct the sen-
tences. The chi-square test for goodness of fit indicated that
scores were significantly above chance for S1@x2(1,n570)
531.3,p,0.001#, S3@x2(1,n568)57.3,p50.007#, and S5
@x2(1,n570)577.7, p,0.001#, but not for S2 @x2(1,n
592)50.1, p50.75#.

Figure 2 presents the individual and group scores for the
tactile-alone recognition of a closed set of trained and un-
trained words. The dashed line represents the 95% confi-
dence limit for scores greater than chance, which was calcu-
lated using the binomial approximation of Thornton and

FIG. 1. Individual and group scores for tactile-alone word recognition with
the familiar male talker, the unfamiliar male talker, and the unfamiliar fe-
male talker. The dashed line represents the 95% confidence limit for scores
greater than chance@based on the binomial approximation of Thornton and
Raffin ~1978!#.

FIG. 2. Individual and group (n54) scores for the tactile-alone recognition
of closed-set trained and untrained words. The dashed line represents the
95% confidence limit for scores greater than chance@based on the binomial
approximation of Thornton and Raffin~1978!#.
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Raffin ~1978!. As shown, all subjects scored significantly
above chance on trained and untrained words. The group
score of 42.5% on trained words was lower than that re-
ported for the 34-word list in Fig. 1 and the criterion used in
the training study. This difference is most likely due to the
fact that the 20 trained words were presented in a single list
that also included 20 untrained words. An analysis of vari-
ance~ANOVA ! was conducted on the scores of all subjects
for trained and untrained words. The factors in the analysis
were subject and word type~trained or untrained!. The main
effect of word type was significant@F(1,3)514.2, p
50.033#, indicating that the mean score of 42.5% on trained
words was significantly higher than the mean score of 22.5%
on untrained words. The main effect of subject was not sig-
nificant, indicating that performance was similar across sub-
jects.

Figures 3~a! and ~b! present the individual and group
scores for the visual-alone and tactile–visual recognition of a
closed set of trained words and untrained words, respec-
tively. An ANOVA was conducted on the visual-alone and
tactile–visual scores of all subjects for trained and untrained
words. The factors in the analysis were subject, word type
~trained or untrained!, and condition. The resultingF statis-
tics andp values are presented in Table IV. The main effect
of subject was significant, indicating that, when scores were

collapsed across conditions and word type, the scores varied
significantly across subjects. Tukey’s test indicated that the
mean score of S3 was significantly lower (p50.04) than that
of S1. The main effect of word type was significant, indicat-
ing that, when scores were collapsed across subjects and con-
ditions, the means score of 78.4% for trained words was
significantly higher than the mean score of 63.1% for un-
trained words. The main effect of condition was not signifi-
cant, indicating that, when scores were collapsed across sub-
jects and word type, there was no significant difference
between the mean scores in the visual-alone and tactile–
visual conditions. The absence of any significant interaction
effects indicated that the findings for the main effects were
not significantly different across subjects, conditions, or
word types.

Figure 4 presents the mean group scores~collapsed
across two lists and four subjects! for CNC words, CNC
phonemes, and SIT sentences. Scores were obtained in the
visual-alone and tactile–visual conditions at evaluation 1
~midtraining! and evaluation 2~post-training!. For each ma-
terial, an ANOVA was conducted on the visual-alone and
tactile–visual scores of all subjects. The factors in the analy-
sis were subject, evaluation, and condition. The resultingF
statistics andp values are presented in Table V. The main
effect of subject was significant for all materials, indicating

FIG. 3. Individual and group scores for the visual-alone and tactile–visual
recognition of closed-set trained words~a! and untrained words~b!.

TABLE IV. F statistics andp values for the main effects and interaction
effects of the ANOVA conducted on the scores for the perception of closed-
set words. Scores were obtained from the four subjects for trained and
untrained words in the visual-alone and tactile–visual conditions. Boldface
type indicates effects which reached significance ata50.05.

Effect F p

Subjecta 9.8 0.047
Word typeb 40.2 0.008
Conditionb 1.4 0.33
Cond3word typeb 2.0 0.25
Cond3subja 3.6 0.16
Word type3subja 1.7 0.34

aDegrees of freedom5~3,3!.
bDegrees of freedom5~1,3!.

FIG. 4. Group (n54) scores for CNC words, CNC phonemes, and SIT
sentences. Scores were obtained in the visual-alone and tactile–visual con-
ditions at evaluation 1 and evaluation 2.
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that, when scores were collapsed across conditions and
evaluations, the scores of some subjects were significantly
different from some others. Tukey’s test indicated that the
mean scores of S1 were significantly higher (p,0.002) than
the scores of the other subjects for each material. Further-
more, the mean score of S3 was significantly lower (p
,0.008) than those of all other subjects for SIT sentences,
and lower than that of S2 for CNC phonemes. The main
effect of evaluation was significant for all materials, indicat-
ing that, when scores were collapsed across subjects and con-
ditions, the mean scores at evaluation 2 were higher than the
mean scores at evaluation 1. However, the actual difference
in scores at the two evaluations was quite small, being just
3.4% for CNC phonemes, 5.3% for CNC words, and 4.6%
for SIT sentences. The main effect of condition was signifi-
cant for CNC phonemes, indicating that, when scores were
collapsed across subjects and evaluations, the mean score of
47.2% in the tactile–visual condition was significantly
higher than the mean score of 44.2% in the visual-alone con-
dition. The only significant interaction effect was a condition
by evaluation interaction effect for SIT sentences. This effect
indicated that, when scores were collapsed across subjects,
the mean score at evaluation 2 of 39% in the tactile–visual
condition was significantly higher than the mean score of
27.3% in the visual-alone condition. The absence of any
other significant interaction effects indicated that, with the
exception of the condition effect for SIT sentences, the find-
ings for the main effects were not significantly different
across subjects, evaluations, or conditions.

IV. DISCUSSION

The results demonstrate that the tactile-alone perceptual
skills learned during word recognition training were general-
ized to new tactile-alone contexts, with subjects able to rec-
ognize trained words presented by unfamiliar talkers of ei-
ther gender, trained words presented in sentences, and

tactually new untrained words. The scores achieved were
lower than the evaluation criterion used in training, indicat-
ing that complete generalization of skills did not occur. This
was not surprising, given that the training was limited in
amount, type, and number of trainers. In contrast to the
tactile-alone results, the generalization of skills to tactile–
visual contexts was very limited, with no improvement in
tactile–visual over visual-alone scores for the perception of
closed-set trained and untrained words or open-set words,
and minimal improvement for phonemes in open-set words
and words in open-set sentences. It should be acknowledged
at this point that it is possible that the subjects’ above-chance
performance on the tactile-alone evaluations may have been
due to their baseline capacity for tactile-alone perception
with the Tickle Talker™; i.e., their performance was not
influenced by the tactile-alone word recognition training re-
ceived. However, the extensive clinical experience gained
with the device by the authors strongly suggests that such a
level of tactile-alone perception could not be achieved with-
out experience and/or training, and that the performance of
the present subjects was a function of the training received in
the previous study.

Clinical experience with the Tickle Talker™ and previ-
ous evaluations of vowel and consonant recognition~Cowan,
1991! suggested that tactile perceptual skills do generalize to
unfamiliar talkers, and this was confirmed by the present
scores for unfamiliar talkers. However, talkers vary in as-
pects of production such as pronunciation, vowel duration,
vowel F2, and frication~Peterson and Barney, 1952; Na-
belek, Czyzewski, and Krishnan, 1992!. The lower scores for
unfamiliar as compared with familiar talkers indicates that
some tactile cues varied sufficiently between talkers that they
were not recognized when an unfamiliar talker presented the
words. The additional variation between male and female
talkers did not appear to affect word recognition perfor-
mance. In particular, female talkers have a higherF2 fre-
quency than males, with the median difference for American
talkers reported as 250 Hz~Peterson and Barney, 1952!. De-
pending upon the frequency of a particularF2 in relation to
the frequency boundaries of the electrodes, a change in the
F2 frequency with a change in talker gender could result in
the movement of stimulation to an adjacent electrode. How-
ever, it appears that this either did not occur consistently, or
did affect word recognition. Female talkers also have a
higherF0 than males. Prosodic information is conveyed by
the Tickle Talker™ as relative changes in the rate of stimu-
lation. The perception of relative changes may have been
unaffected by the increase inF0 with the change to a female
talker. It is also possible that, irrespective of the talker’s
gender, the subjects were just not using theF0 information
provided by the Tickle Talker™, as previous research has
indicated that stimulus rate is the most difficult parameter to
perceive in the tactile signal~Blamey and Clark, 1987!.

In the study of Brooks and colleagues~Scilley, 1980!,
the two subjects trained with female talkers also demon-
strated generalization of tactile-alone word recognition skills
to unfamiliar talkers that was independent of gender. Further
information regarding the generalization of skills to unfamil-
iar talkers would be gained through using a new talker to

TABLE V. F statistics andp values for the main effects and interaction
effects of the ANOVAs conducted on scores for CNC words, CNC pho-
nemes, and SIT sentences. Scores were obtained from the four subjects at
evaluation 1 and evaluation 2 in the visual-alone and tactile–visual condi-
tions. Boldface type indicates effects which reached significance ata
50.05.

Effect CNC words CNC phonemes SIT sentences

Subjecta F 18.0 44.8 164.9
p Ë0.001 Ë0.001 Ë0.001

Evaluationb F 7.4 7.4 7.2
p 0.015 0.015 0.017

Conditionb F 1.1 5.8 3.3
p 0.32 0.028 0.089

Cond3evalb F 0.1 0.04 17.0
p 0.8 0.84 0.001

Cond3subja F 2.7 1.6 2.4
p 0.08 0.23 0.11

Eval3subja F 1.4 2.7 2.3
p 0.3 0.082 0.12

Eval3subj3conda F 1.0 0.6 2.3
p 0.42 0.66 0.12

aDegrees of freedom5~3,16!.
bDegrees of freedom5~1,16!.
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repeat the training study with the present subject group.
Given the results so far, an accelerated rate of word learning
could be expected during training with a second talker. Such
a result was reported for one subject of Brooks and Frost
~1983!, who demonstrated a continuing decrease in the num-
ber of training sessions required to learn 100 words as each
of four unfamiliar talkers was introduced.

Three of the present subjects demonstrated generaliza-
tion of tactile-alone word recognition skills to the perception
of key words in sentences, with a mean score of 15.3%. This
score was higher than the 1% tactile-alone score of a previ-
ous group evaluated on BKB~Bamford–Kowal–Bench! sen-
tences following visual and tactile–visual training using the
Tickle Talker™ ~Blamey et al., 1989!, but lower than the
scores generally demonstrated in the present study for words
in isolation. Compared to the presentation of isolated words,
the sentence format provides additional syntactic and seman-
tic information ~Boothroyd and Nittrouer, 1988; Olsen, Van
Tasell, and Speaks, 1997!, so that subjects performing rea-
sonably well in auditory or visual speech perception typi-
cally obtain higher scores for the recognition of words in
sentences. In the present study, the predictability of most of
the sentences was low, and subjects usually recognized only
one or two words per sentence. Therefore, the potential to
utilize semantic and syntactic information was limited, and
subjects were most likely to be attempting to recognize indi-
vidual words within the sentences. The lower scores were
likely due to the difficulty of perceiving word boundaries and
recognizing words whose tactile pattern was altered by coar-
ticulatory effects. Memory may also have played a role. If
subjects made perceptual decisions at the completion of a
stimulus, then the tactile pattern of the whole sentence would
need to have been retained. If, on the other hand, subjects
made decisions during the stimulus presentation, then only
the recognized words would need to be retained. As the sub-
jects were not queried on this point, it is not known which of
these scenarios occurred.

This study does not suggest that the tactile-alone percep-
tion of conversational-level speech could be achieved in
practice with the Tickle Talker™ at normal rates of speech,
and provides only minimal evidence that this could be
achieved at a slow, word-by-word rate. Tactile-alone running
speech perception has only been reported for users of
Tadoma, a communication method developed for deaf–blind
people to obtain tactile speech information by resting a hand
across the face and throat of a talker. Tadoma was taught in
the mid-twentieth century as the primary communication
method in a small number of American schools for hearing-
impaired children~Schultzet al., 1984!. A major social dis-
advantage of the method was the requirement of touching the
talker. Speechtracking scores of 30 to 40 words per minute
have been reported for experienced Tadoma users~Reed
et al., 1985!. Such success has been attributed, in particular,
to the rich multidimensional articulatory display provided by
the face and the extensive training and experience of the
subjects~Reedet al., 1989, 1992!. It is impractical for sub-
jects in tactile device studies to obtain levels of training and
experience comparable with those of experienced Tadoma
users. As a consequence, valid comparisons can only be

made between the performance of tactile device users and
the results reported for naive Tadoma users. The present re-
sults can be compared with those of two inexperienced
Tadoma users who received 26 h of training and learned 43
words ~Reedet al., 1982!. Average post-training scores for
the tactile-alone perception of sentences constructed from
trained words were 40% and 20%. Superior scores to those
of the present subjects were to be expected, given that
Reed’s subjects received more training than most of the
present subjects, their training included sentence-level tasks,
and they were using Tadoma, which is known to supply suf-
ficient information for running speech perception. Neverthe-
less, with a score of 20%, Reed’s poorer performing subject
scored similarly to S3~17.6%! and S5~22.8%! of the present
group. Although interesting, this result does not suggest that
experienced Tickle Talker™ users could emulate the perfor-
mance of experienced Tadoma users.

In our previous training study, it was assumed that sub-
jects were learning to perceive tactile speech cues and then
using these skills to recognize new words, given that the
subject group required less training time to learn new words
as the study progressed~Galvin et al., 1999!. The scores in
the present study for untrained word perception support the
assumption that skills were generalized to untrained words.
Lynch et al. ~1988! also concluded from post-training word
recognition scores that their subjects were applying phono-
logically based tactile knowledge. Brookset al. ~1987! con-
cluded that subjects were able to apply general rules about
the tactile representation of speech features, as their subjects’
post-training score for consonant feature recognition was
around 87%.

The incomplete generalization demonstrated by the
higher scores on trained as compared with untrained words
was possibly due to one or more of four factors. First, tactile
speech cues may have been easier to detect in the context of
a trained word as this particular context would be familiar to
the subject. Second, the subtle differences between some
words may have become clearer with repeated exposure dur-
ing training. Third, the subjects reported that the tactile rep-
resentation of some words~for example, words containing /s/
or /b/ or long vowels! was highly distinctive so that, with
repeated exposure, these words were easily recognized as
whole words. Finally, the subjects reported that if a word
was recognized as a trained word they often responded with-
out consulting the response list, where as for untrained words
the memory of the tactile pattern had to be retained while the
list was scanned. Previous studies have also evaluated un-
trained word recognition, with reported scores of 4% to 5%
for two adults using the Tacticon 1600~Lynch et al., 1988!,
4% for four children using the Tacticon 1600, around 30%
for four children using the Tactaid II or the Tacticon 1600
and selecting from a limited response set~Lynch et al.,
1989!, and 5.1% for one subject evaluated with open-set
words ~Brookset al., 1986a!.

The generalization of tactile-alone skills to tactile–
visual perception was very limited. This was an unexpected
result, given that the tactile signal provided information not
easily available visually, such as final consonant voicing and
vowel second formant. On the other hand, some previous
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studies with the Tickle Talker™~Blamey et al., 1989! and
with other tactile devices@see a review by Bernstein~1992!#
have demonstrated that subjects may be able to obtain sig-
nificant amounts of tactile speech-feature information with-
out necessarily gaining an equivalent level of benefit in the
combined-modality condition.

These results for combined-modality perception are in
contrast to those reported in other studies of tactile-alone
word recognition training. Brookset al. ~1986a, 1986b! re-
ported percentage-point improvements of 29.3% on open-set
words and 17% on open-set sentences when the Queen’s
University vocoder was added to vision. The very experi-
enced subject had received 65 h of tactile-alone training.
Lynch and colleagues compared tactile-alone and tactile-
auditory performance. Lynchet al. ~1989! reported that chil-
dren using the Tacticon 1600 or the Tactaid II demonstrated
respective percentage-point improvements of 39% and 22%
for trained words, and 27% and 8% for untrained words.
Lynch et al. ~1988! reported that two adults using the Tacti-
con 1600 demonstrated percentage-point improvements of
24% for trained words and 15% for untrained words.
Lynch’s studies differed from the present study in the use of
the tactile–auditory evaluation condition, hearing-impaired
subjects, and pediatric subjects who had months of multimo-
dality experience using the device in the classroom. In addi-
tion, the adults received an average of 44 h of tactile-alone
training.

The results of previous studies examining tactile-alone
and combined-modality perception using the Tickle Talker™
may contribute to understanding the present results. Blamey
et al. ~1989! compared observed and predicted information
transmission scores for combined modalities, and concluded
that combining tactile information with visual or auditory
information was less effective than combining auditory and
visual information. The authors suggested that the effective-
ness of the auditory and visual combination might be due to
experience and/or the presence of neural mechanisms spe-
cialized to this task. Alca´ntaraet al. ~1993! provided unimo-
dal or tactile–auditory speech-feature perception training.
The unimodally trained subjects demonstrated the greatest
pre- to post-training improvements in tactile–auditory vowel
and consonant recognition, and combined the tactile and au-
ditory information as effectively as the tactile–auditory
trained subjects. The authors concluded that improved uni-
modal perception would contribute to improved tactile–
auditory perception without combined-modality training.
However, it is important to note that these conclusions were
limited to analytic training, the tactile–auditory condition,
and speech-feature perception~as similar results were not
achieved for the perception of phonemes in words!. In a
speech-feature training study by Oerlemans and Blamey
~1998!, subjects received tactile–visual training or unimodal
training or tactile–visual training whilst concentrating on one
specified modality~bimodal-cued!. A greater pre- to post-
training increase in scores was demonstrated by the bimodal
group for the perception of the vowel, but not consonant,
features in words. The authors proposed that the complemen-
tary nature of the tactile and visual modalities resulted in
greater benefits being gained from bimodal training, while

the redundancy of the auditory and tactile information used
in the earlier study of Alca´ntara et al. ~1993! resulted in
nothing ‘‘extra’’ to be gained from bimodal training.

In conclusion, these previous studies with the Tickle
Talker™ and those with other tactile devices suggest a num-
ber of factors relating to the tactile device, the subjects, the
training, and the evaluation modality may have influenced
the results obtained. First, the Tickle Talker™ may have pro-
vided less useful speech information than the other tactile
devices, although scores reported previously for hearing-
impaired adults~Alcántara, 1991; Cowanet al., 1988! sug-
gest it is unlikely that this is the sole explanation. Second,
the normally hearing subjects of the present study may not
have been as skilled as other hearing-impaired subjects at
integrating incomplete speech signals and/or may have ig-
nored the tactile signal when the more familiar visual signal
was available. It has previously been suggested that lower
than predicted tactile–visual scores may be due to a poor
strategy being employed in combined-modality perception
~Summers and Du, 1997!. Third, the use of ‘‘higher level’’
training materials~i.e., words! may not have been effective
in developing combined-modality perceptual skills if, as has
previously been suggested for auditory and visual informa-
tion ~Blamey, 1990; Massaro, 1987!, visual and tactile infor-
mation are combined at or before the speech-feature level.
Fourth, the amount of training provided may have been in-
sufficient to achieve improved perception at the word and
sentence level. Finally, the use of the relatively complemen-
tary tactile and visual conditions in the post-training evalua-
tions may have resulted in no benefit being shown from the
unimodal training. It is not possible to determine from the
present study how influential each of these factors may have
been.

The results of this study can be used to consider the
potential benefits of tactile-alone training for hearing-
impaired users of the Tickle Talker™. As the device was
designed to provide supplementary speech information, the
usual training program emphasizes combined-modality train-
ing, and only includes some basic tactile-alone tasks, such as
sound detection and phoneme discrimination~Galvin et al.,
1993!. Given the information provided by the device, the
results of previous speech perception studies, and the tactile-
alone sentence scores in the present study, it is clear that the
role of the Tickle Talker™ will remain that of providing
supplementary speech information. The failure here to dem-
onstrate generalization of skills to the tactile–visual condi-
tion suggests that extensive tactile-alone, word-level training
would not achieve maximum benefits for hearing-impaired
device users. Nevertheless, the generalization of skills to new
tactile-alone contexts indicates that there may be a role for
more tactile-alone training than has been included previ-
ously. Tactile-alone training at the word level may be useful
for establishing tactile perceptual skills and introducing the
device to the user, and will definitely provide a good oppor-
tunity to focus only on the tactile information and to develop
the understanding that the tactile signal provides useful
speech information.
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V. CONCLUSION

The tactile-perceptual skills learned by these subjects in
tactile-alone word recognition training generalized to the
tactile-alone perception of sentences, untrained words, and
words presented by unfamiliar talkers. There was minimal
evidence of generalization to the tactile–visual perception of
closed-set words, open-set words, or open-set sentences. The
tactile-alone results suggest that tactile-alone training at the
word level may be a useful component of a training program;
however, the tactile–visual results reinforce the importance
of combined-modality training. It appears from this result
that the emphasis of tactile training programs for hearing-
impaired device users should be on combined-modality train-
ing. However, future research needs to consider this point in
more detail for, unlike the subjects of the present study,
hearing-impaired device users will gain combined-modality
experience with a tactile device in daily communication. The
question that remains unanswered by this study is whether
hearing-impaired device users needformal combined-
modality training, or whether combined-modality experience
gained in daily device use may be equally effective in devel-
oping the important combined-modality perceptual skills.
Clearly, if daily experience were equally effective it would
be possible to spend more of the usually finite training time
on learning to detect and discriminate the speech cues in the
tactile signal. It is possible that this may be most effectively
achieved through tactile-alone training. Further investigation
of this issue is required.
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APPENDIX A

Examples of sentences used in the assessment of tactile-
alone sentence perception. Key words used for scoring the
subject’s response are underlined.

~1! Put thepaper under thehouse.
~2! The best jam isred.
~3! The baby doesn’t drinkmuch.
~4! Did they see theplane?
~5! The music show isover.

APPENDIX B

Word list for the tactile-alone, visual-alone, and tactile–
visual perception of trained and untrained words. The 20
trained words were the first 20 words used in the training
study ~Galvin et al., 1999!. The 20 untrained words were
constructed from the phonemes of the 20 trained words, with
each phoneme used only once and no consideration given to
phoneme position within a word.

Trained words Untrained words

~1! boy ~1! stork
~2! put ~2! peel
~3! we ~3! wood
~4! see ~4! grave
~5! door ~5! wing
~6! they ~6! geese
~7! house ~7! shower
~8! show ~8! goat
~9! go ~9! thieve
~10! thing ~10! soy
~11! what ~11! though
~12! sing ~12! ping
~13! speak ~13! thongs
~14! talking ~14! swung
~15! something ~15! soap
~16! radio ~16! wart
~17! giving ~17! bake
~18! over ~18! doing
~19! little ~19! later
~20! paper ~20! theme
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The powerful techniques of covariance structure modeling~CSM! long have been used to study
complex behavioral phenomenon in the social and behavioral sciences. This study employed these
same techniques to examine simultaneous effects on vowel duration in American English.
Additionally, this study investigated whether a single population model of vowel duration fits
observed data better than a dual population model where separate parameters are generated for
syllables that carry large information loads and for syllables that specify linguistic relationships. For
the single population model, intrinsic duration, phrase final position, lexical stress, post-vocalic
consonant voicing, and position in word all were significant predictors of vowel duration. However,
the dual population model, in which separate model parameters were generated for~1! monosyllabic
content words and lexically stressed syllables and~2! monosyllabic function words and lexically
unstressed syllables, fit the data better than the single population model. Intrinsic duration and
phrase final position affected duration similarly for both the populations. On the other hand, the
effects of post-vocalic consonant voicing and position in word, while significant predictors of vowel
duration in content words and stressed syllables, were not significant predictors of vowel duration
in function words or unstressed syllables. These results are not unexpected, based on previous
research, and suggest that covariance structure analysis can be used as a complementary technique
in linguistic and phonetic research. ©2000 Acoustical Society of America.
@S0001-4966~00!01812-9#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

I. INTRODUCTION

The prediction of vowel duration in connected speech
has suffered from five methodological weaknesses. First, ex-
perimental studies that examine the effects of specific factors
on vowel duration in controlled environments do not pro-
vided insight regarding how these factors interact to affect
vowel duration in continuous speech. Second, observational
studies that fitpost hocmodels to continuous speech, while
contributing a great deal to our understanding of the distri-
butional properties of speech, may not necessarily have any
theoretical significance, nor can they be generalized to other
data. Third, many of the factors that are believed to affect
vowel duration in speech, for example, intrinsic duration, are
essentially unmeasurable constructs; that is, their effects are
mediated or obscured by other factors during speech produc-
tion. Fourth, many factors that affect vowel duration may
covary. A model of vowel duration must be able to include
expected covariances. Fifth, durational models are typically
constructed using categorical variables and factorial designs.
Such designs work well with balanced data sets, but not with
continuous speech.

In this paper, covariance structure modeling~CSM! is
used to test an additive linear model of vowel duration.
CSM, as implemented in this study, minimizes the method-
ological weaknesses described above because:~1! it requires
the researcher to specify theoretical relationships prior to ap-
plication of the statistical technique so that outcomes are less
likely to be specific to one set of data and may be general-
ized to other contexts;~2! it incorporates a factor analysis

component that allows the estimation of latent variables
through the use of multiple measurable, or manifest, vari-
ables;~3! it can simultaneously incorporate covariances be-
tween factors; and~4! it requires only that data be normally
distributed, not balanced.

A. Organization of the paper

The paper consists of five major sections. This section,
the Introduction, includes subsections dealing with the fol-
lowing topics: factors affecting vowel duration, models of
vowel duration, covariance structure analysis, and covariance
structure models of vowel duration. The next major section,
Preliminary Experiment~Sec. II!, describes the method and
results of an experiment designed to calculate the means and
medians necessary for the development of a covariance
structure model of vowel duration. The preliminary experi-
ment is followed by major sections presenting the methods
~Sec. III!, results~Sec. IV!, discussion~Sec. V!, and sum-
mary and conclusions~Sec. VI! of the main experiment, i.e.,
the analysis of a covariance structure model of vowel dura-
tion.

B. Factors affecting vowel duration

Early research examining vowel duration utilized highly
controlled experimental paradigms in order to deduce the
effects of specific factors. Typically, vowel duration was ex-
amined in stressed syllables of minimally contrasting one-,
two-, or three-syllable content words. These studies suggest
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that vowel duration is predicted by numerous factors, includ-
ing: intrinsic duration, post-vocalic consonant voicing, posi-
tion in word, lexical stress, and phrase final position.

Experimental studies have provided converging evi-
dence that English vowels exhibit an intrinsic duration
~House, 1961; Peterson and Lehiste, 1960!. These studies
have shown that tense vowels exhibit longer durations than
lax vowels and low vowels exhibit longer durations than
high vowels.

Researchers long have recognized that English vowels in
prepausal position are longer when followed by a voiced
consonant than they are when followed by a voiceless con-
sonant~Heffner, 1937; House, 1961; House and Fairbanks,
1953; Jones, 1940; Kenyon, 1924!. This effect has also been
demonstrated in monosyllabic content words embedded in
carrier phrases~Peterson and Lehiste, 1960!.

Numerous researchers have constructed highly con-
trolled studies designed to test the effect of number of syl-
lables in the word on vowel duration. In English, such re-
search has focused almost exclusively on vowel duration in a
stressed root syllable followed by multiple suffix syllables
~Klatt, 1973; Lehiste, 1972; Port, 1981!. This research has
demonstrated that vowels in stressed roots are shortened as
suffix syllables are added. However, research by Umeda and
colleagues showed that vowel duration is affected by the
number of syllables in the word in carrier sentences~Harris
and Umeda, 1974!, but not in continuous speech~Umeda,
1972, 1975!. Nooteboom~1972! examined the effect of num-
ber of syllables in the word on both stressed and unstressed
vowel duration in Dutch. He found that both stressed and
unstressed vowels were shortened as the number of syllables
in the word increased; however, the effect was reduced for
unstressed syllables.

Controlled studies have shown that increased vowel du-
ration is one of several correlates of lexical stress~Fry, 1955,
1958; Lieberman, 1960; Morton and Jassem, 1965!. Other
correlates of lexical stress included increased intensity,
change in fundamental frequency, and vowel quality.

Finally, phrase final position has been shown to affect
vowel duration. Numerous researchers have found evidence
of phrase final lengthening of stressed and unstressed syl-
lable nuclei in English~Berkovits, 1984; Klatt, 1975; Oller,
1973!.

C. Models of vowel duration

Each of the five factors presented above has been shown
to predict vowel duration in controlled studies. The next
logical step for researchers has been to determine the degree
to which such factors in combination may predict vowel du-
ration in connected speech. Several approaches have been
taken to this problem. The choice of approach is often dic-
tated by the purpose of the model. One purpose of modeling
is to test theory. As van Santen~1992! points out, there are
great differences between theoretical models and empirical
models. Theoretical models are concerned more with under-
lying processes. Completeness or even a high degree of pre-
dictive accuracy are not as important in such models as is
evidence of fundamental processes. Predictive models, on

the other hand, are less concerned with theory and more
concerned with simple and accurate prediction of duration.

In an attempt to develop a predictive model of duration
for speech synthesis, Klatt~1973! considered a model com-
bining two shortening factors, voiceless post-vocalic conso-
nant and the number of following syllables in the word. He
found that the simultaneous shortening effect of these two
factors was less than would be expected if they were linearly
combined, and thus concluded that speech was ‘‘incompress-
ible.’’ In 1976, Klatt published the following model:

Do5k~Di2Dmin!1Dmin , ~1!

where Do5output duration, Di5intrinsic duration,
Dmin5minimum possible duration, andk is a constant that is
specific to each effect. While this model has been shown to
account for between 70%~Campbell, 1990a! and 90%~Klatt,
1976! of the durational variance in some speech samples,
such predictive ability is accomplished by ‘‘fitting’’ the
model atheoretically to each data set.

On the other hand, other researchers have developed du-
rational models based on phonetic and linguistic theory.
Such research seems to suggests that phonologically speci-
fied shortening factors~Port, 1981! and lengthening factors
~Cunimins, 1999! combine additively, while nonphonologi-
cal factors such as number of syllables in the word~Port,
1981! combine subadditively, and are therefore ‘‘incom-
pressible.’’

Early durational models attempted to predict duration at
the segment level. However, English has long been per-
ceived as stress-timed~Classe, 1939!. Numerous researchers
believe that timing is to some degree controlled at the stress-
foot level ~Lehiste, 1977; Scott, 1980!. Recent research sug-
gests that timing may be controlled at multiple levels, includ-
ing the phrase level and the syllable level~Campbell and
Isard, 1991; Edwards and Beckman, 1988!. Models incorpo-
rating higher-level timing factors typically examine duration
at the syllable level~Bailly, 1989; Campbell, 1990b! and
include factors such as the number of phonemes in the syl-
lable, pitch accent, position of syllable in the foot, position of
syllable in the phrase, and lexical stress~Campbell and Isard,
1991!.

Regardless of level, all durational models must over-
come two difficulties—nonlinearity and interactional effects.
The inherent ‘‘incompressibility’’ of speech implies that du-
rations may asymptotically approach a minimum. Some re-
searchers also believe that expandability constraints are
placed on speech durations~Cooperet al., 1985; Berkovits,
1991!. Thus at least for extreme values, vowel duration is
likely a nonlinear phenomenon.

Durational effects have also been shown to interact.
Both Klatt ~1973! and Port~1981! have shown that the effect
of post-vocalic consonant voicing reduces as the number of
syllables in the word increases. Likewise, the effect of post-
vocalic consonant voicing increases in sentence final position
~van Santen, 1992!. Completeness and accuracy of duration
modeling requires the inclusion of interaction terms. How-
ever, when modeling any natural phenomenon, completeness
must be balanced with parsimony. In an attempt to develop a
complete, yet parsimonious model of vowel duration, van
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Santen~1992! examined the effects of vowel identity, accent,
syllabic stress, pre-vocalic consonant, post-vocalic conso-
nant, number of preceding syllables, number of following
syllables, and utterance position on vowel duration. He con-
cluded that the model required only two major interactions;
one between pitch accent and syllabic stress and a second
between post-vocalic consonant voicing and position in ut-
terance.

D. Covariance structure analysis

The techniques of covariance structure analysis allow
researchers to test complicated models of behavioral and
natural phenomena. The term ‘‘covariance structure analy-
sis’’ was introduced by Bock and Bargmann~1966! to de-
scribe their confirmatory factor analytic procedure. Since
then, the model has been expanded and generalized. Today,
the term ‘‘covariance structure modeling’’~CSM! is applied
to many of these generalized models. However, the term is
most commonly associated with the form of the model de-
veloped by several researchers in the early 1970s~Jöreskog,
1973; Jo¨reskog and van Thillo, 1972; Keesling, 1972; Wiley,
1973!. It is this form of the model that will be discussed in
this paper. For a more complete description of covariance
structure modeling, the reader is referred to the following:
Asher ~1983!, Long ~1983!, Maruyama ~1998!, Peyrot
~1996!, and Youngblut~1994a, b!.

Many factors of interest in science are latent or unob-
served. These latent factors may often be defined by one or
more manifest or observed variables. Covariance structural
modeling provides a method of testing the linear relation-
ships between latent dependent factors and latent indepen-
dent factors through observing the inter-correlations of the
manifest independent and dependent variables.

Covariance structure modeling is based on the general
linear model, as are many other important statistical tech-
niques~e.g., multiple regression and factor analysis!. How-
ever, covariance structure modeling differs from techniques
such as multiple regression and factor analysis in one impor-
tant way: covariance structure modeling is a confirmatory
~or, more accurately, disconfirmatory! technique. Unlike the
more commonly used exploratory multivariate techniques,
covariance structure modeling forces the researcher to
specify the relationships between the variables of interest
prior to applying the technique, rather than simply allowing
the statistical algorithm to atheoretically choose the model
which best fits the data.

1. The model

Essentially, covariance structure analysis combines the
techniques of path analysis, factor analysis, and multiple re-
gression in a manner that allows the testing of hypothesized
models, which are represented by specified patterns of co-
variances, factor loadings, and simultaneous regressions. Co-
variance structure models merge two component models:~1!
the measurement model and~2! the structural equation
model.

a. Measurement model.Because covariance structure
models typically employ latent independent and dependent
factors, the parameters of the structural model may not be

estimated until the relationships between these latent factors
and their corresponding manifest independent and dependent
variables are specified. The measurement model specifies
these relationships with two linear equations. The first equa-
tion specifies the relationships between the independent
manifest variables and the latent independent factors:

x5Lxj1d, ~2!

wherex is a vector of the manifest independent variable mea-
sures;Lx is a matrix of loadings ofx on the latent dependent
factors; andd is a vector of measurement errors, or unique
variance, associated withx.

The second equation specifies the relationships between
the manifest dependent variables and the latent dependent
factors:

y5Lyh1e, ~3!

wherey is a vector of the manifest dependent variable mea-
sures;Ly is a matrix of loadings ofy on the latent dependent
factors; ande is a vector of measurement errors, or unique
variance, associated withy.

b. The structural equation model.The structural equa-
tion model specifies the linear relationships between multiple
independent and one or more dependent variables. Usually,
these variables are unmeasurable constructs, and, therefore,
latent factors; however, they also may be manifest variables.
These relationships are specified by the linear equation:

h5Gj1z, ~4!

whereh is a vector of latent dependent factors or variables;j
is a vector of latent independent factors or variables;G rep-
resents a matrix of the regression coefficients for the regres-
sion of the latent independent factors on latent dependent
factors; andz is a vector of residuals.

2. Defining a covariance structure model

The relationships among the variables and factors de-
scribed in the two models are simultaneously examined in
covariance structure modeling. It is necessary for the re-
searcher to specify the hypothetical relationships between the
variables and factors prior to employing covariance structure
techniques. Typically, the researcher constructs a path dia-
gram reflecting the hypothesized relationships among the
variables and factors. Conventionally, measured variables
are represented by rectangles, latent factors are represented
by ovals, and error terms are represented by circles. Hypoth-
esized linear relationships are indicated by straight lines,
while covariances are indicated with curved lines. These
symbols are illustrated in Table I.

3. Estimation of the model parameters and
calculation of the expected covariances

Parameters for covariance structure models may be esti-
mated by least squares, unweighted least squares, general-
ized least squares, or maximum likelihood estimation tech-
niques. Estimated parameters are used to calculate a matrix
of expected covariances among the observed variables. The
model fit is determined by comparing the expected covari-
ance matrix to the actual covariance matrix.
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4. Evaluation of the model

Covariance structure models may be evaluated in several
ways. The most important of these methods are described
below.

a. Chi-square goodness-of-fit test.The estimated co-
variance matrix may be compared to the actual covariance
matrix by calculating a chi-square goodness-of-fit statistic
~Bentler and Weeks, 1980!. The null hypothesisH0 is that
there is no difference between the actual and estimated co-
variance matrices. Large chi-square values in relation to de-
grees of freedom yield lower alpha probabilities that ob-
served differences occur by chance. Thus models that
generate large chi-square values would not be considered to
fit the data well. Unfortunately, because chi-square values
are partly a function ofN, models with large sample sizes,
and, consequently, large chi-square values, may be rejected
unnecessarily.

b. Fit indexes. Numerous fit indexes have been de-
signed to overcome dependence on sample size. These fit
indexes are based on the concept of nested models. The hy-
pothesized model is compared to a highly restricted version
of itself, the null model, and to an unrestricted version of
itself, the saturated model. The null model constrains all co-
variances to be equal to zero and would be unlikely to fit any
data well. The saturated model contains as many estimated
parameters as there are nonredundant variances and covari-
ances and will always fit the data exactly. Since the hypoth-
esized model of interest lies somewhere on the continuum
between these two extreme models, its chi-square goodness-
of-fit statistic and degrees of freedom also lie between those
generated by these extreme models.

A detailed description of the numerous fit indexes is
beyond the scope of this paper. For more information, the
reader is directed to Hu and Bentler~1995! and Maruyama
~1998!. One commonly used fit index, the Comparative Fit
Index ~CFI!, has been described by Bentler~1995!. The CFI
is based on the idea that, in large samples, if the model of
interest is a true model, then its goodness-of-fit statistic is
asymptotically distributed as a central chi-square variate with
a noncentrality parameter,tk , which equals zero. Larger val-
ues oftk reflect greater model misspecifications. The CFI is
determined as follows:

CFI5~t i2tk!/t i , ~5!

where t i equals the noncentrality parameter of the null

model and tk equals the noncentrality parameter of the
model of interest. Thus CFI values close to one imply that
the model fits the data well. CFI values close to zero imply
that the model does not fit the data well.

A fit index such as the CFI can show whether or not a
given model is an improvement over the null model. That is,
a CFI value of 0.5 indicates that the model of interest lies
midway between the null model and the best fit model. How-
ever, there are no rigorous methods to determine the ‘‘sig-
nificance’’ of improvement over the null model. A rule-of-
thumb interpretation is that a model with a fit index of less
than 0.90 could be improved~Bentler and Bonnet, 1980;
Maruyama, 1998!. This does not necessarily mean that mod-
els with fit index values of less than 0.90 should be dis-
carded. As Bollen~1989! points out, the 0.90 cutoff value is
arbitrary. Maruyama reminds us that often the purpose of the
model is not to describe the most complete model, but rather
to specify relationships between parameters. In such cases,
the model fit may not be optimal, but the parameter estimates
may be significant and supportive of theory.

Neither can an index such as the CFI be used to demon-
strate that the proposed model is significantly better than any
number of arbitrary models. Instead, fit index values must be
evaluated in the context of the theoretical viability of the
model. Consider two situations: models that are essentially
equivalent, and models that have been improved through
atheoretical manipulation. The three models, A predicts B, B
predicts A, and A covaries with B, are equivalent and gen-
erate identical fit indices. Yet it is possible that only one may
be theoretically valid. Likewise, one could, through analysis
of the covariance structure, devise an arbitrary model that
generates larger fit index values than the theoretical model.
In fact, the best fitting model may be one with no theoretical
significance and may not represent the true underlying pro-
cesses~MacCallumet al., 1993!. Thus models must always
be assessed by simultaneous evaluation of fit index values
and theoretical significance.

5. Comparisons of competing models

Two competing models may be tested using covariance
structure analysis if one of the models is restricted in such a
way that it is a subset of the other~Bentler and Bonnet,
1980!. This situation is identical to that presented above
where the model of interest was compared to a highly re-
stricted version of itself, the null model. The same goodness-
of-fit tests and improvement-of-fit indexes apply.

One such test, the Lagrange Multiplier~LM !, evaluates
the effect of adding free parameters to a more restricted
model. This test is asymptotically equivalent to the chi-
square difference test. LM tests also can be used to test the
model parameter invariance across separate populations.

6. Cautions concerning the use of CSM

The powerful statistical analysis technique of covariance
structure modeling may be misused by the unwary. It is im-
portant to keep in mind that the basic principles of scientific
inference still apply, regardless of which statistical or math-
ematical modeling technique is employed to analyze data.

TABLE I. Common symbols used in CSM.
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Many possible models will fit a given set of data equally well
~Cliff, 1983; MacCallumet al., 1993!. Thus a model cannot
be confirmed by the data, only disconfirmed. The legitimacy
of a model rests in its theoretical significance, not in its sta-
tistical significance. Cliff points out that correlational data
based on observation do not allow for the systematic ma-
nipulation of variables necessary to suggest causation. In-
stead, causation must be suggested by converging evidence
in the literature.

E. A covariance structure model of vowel duration

CSM typically has been used to model complex behav-
ioral phenomenon~e.g., Boyle and Pickles, 1997; Prussia
et al., 1993!. Rarely has this powerful modeling technique
been used in the speech, language, and hearing sciences.
This paper proposes a covariance structure model of vowel
duration based on converging evidence provided by previous
highly controlled experimental research. The proposed
model examines the effects on vowel duration of the follow-
ing five factors:~1! intrinsic vowel duration;~2! post-vocalic
consonant voicing;~3! position in word;~4! lexical stress;
and ~5! phrase final position.

1. The measurement model

The measurement component of the proposed covari-
ance structure model of vowel duration specifies the relation-
ship of the manifest variables to the latent factors and also
specifies hypothesized covariances between independent fac-
tors and variables. The measurement component proposed in
this study is presented graphically in Fig. 1.

The proposed measurement component is comprised of
two hypothesized independent latent factors, intrinsic dura-
tion and position in word, three independent manifest vari-
ables, post-vocalic consonant voicing, lexical stress, and
phrase final position, and the dependent manifest variable,
vowel duration.

In 1960, Peterson and Lehiste defined intrinsic vowel
duration as the average duration of syllable nuclei in mini-
mally contrasting monosyllables whose final consonants dif-
fer only in terms of presence or absence of voicing. This
definition implies that intrinsic duration is a latent factor that

only can be deduced by reducing the effects of other dura-
tional factors through processes such as averaging. CSM is
an ideal modeling strategy for such an unmeasurable phe-
nomenon. For this study, three measurable estimations of
intrinsic duration were used to define this latent factor. These
measures, indicated in rectangles and connected by arrows to
the factor intrinsic duration, are precisely defined in Sec. II.

The effect of position in word on vowel duration is typi-
cally measured by calculating the number of following syl-
lables in the word~Lehiste, 1972; Port, 1981!. However,
some researchers have also considered the total number of
syllables in the word as a predictor of duration~Oller, 1973!.
Others have examined the effect of the number of preceding
syllables on duration~van Santen, 1992!. All of these mea-
sures are highly correlated. The proposed model considers
word positional effects on duration to be a latent factor de-
fined in part by the number of following syllables in the
lexical word and in part by the number of total syllables in
the lexical word.

The proposed covariance structure model assumes three
theoretical covariances. First, lexical stress is hypothesized
to covary with position in word because this model treats
lexical stress as a relative measure that is only realized in
polysyllabic words. Second, lexical stress is hypothesized to
covary with intrinsic duration because unstressed syllables
are often associated with intrinsically short vowels~Fry,
1964!. Third, phrase final position is hypothesized to nega-
tively covary with position in word because it is impossible
for any but the last syllable of a polysyllabic word to occur
in phrase final position.

The measurement component of the proposed covari-
ance structure model requires the estimation of the following
parameters:

~1! Regression coefficients of the hypothesized factors on
the measured variables.

~2! Residual variances of the measured independent vari-
ables. These variances apply only to those measured
variables that actually contribute to a factor. Single vari-
ables have no residuals and, therefore, no residual vari-
ances.

~3! Covariances among factors and/or single variables.

The general equations specifying the relationships in the
measurement component are listed below.LX represents
loadings of the latent factor on the manifest variable.

MeanInt5L1~intrinsic duration!1E1, ~6!

MedianInt5L2~intrinsic duration!1E2, ~7!

PandL5L3~intrinsic duration!1E3, ~8!

SyllWord5L4~position in word!1E4, ~9!

SyllAfter5L5~position in word!1E5. ~10!

Variances to be estimated include those forE1, E2, E3,
E4, E5, post-vocalic consonant voicing, lexical stress, and
phrase final position. Covariances to be estimated include
those between lexical stress and position in word, lexical

FIG. 1. Measurement component for a covariance structure model of En-
glish vowel duration.
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stress and intrinsic duration, and phrase final position and
position in word.

2. The structural equation model

The structural equation component of the proposed
model specifies direct effects on vowel duration and is de-
picted graphically in Fig. 2.

The parameters to be estimated in the direct effects
structural equation are as follows:

~1! All regression coefficients of the independent latent fac-
tors and solitary manifest variables on the dependent
variable of vowel duration.

~2! The residual variance of the dependent variable vowel
duration,E6.

The direct effects structural equation appears below:

Do5gDIDi1gVV1gWW1gSS1gPP1E6, ~11!

where Do5output duration, Di5intrinsic duration,
V5post-vocalic consonant voicing,W5position in word,
S5lexical stress,P5phrase final position, andE5error.

3. Populations

It has long been understood that words serve very dif-
ferent linguistic functions. The largest division of function is
believed to be between those words that carry meaning, i.e.,
content words, and those that specify linguistic relationships,
i.e., function words~i.e., Bolinger, 1975!. It also appears that
not all syllables serve equal linguistic functions. Van Bergem
~1990! argues that stressed syllables act as an anchor point
for word retrieval. Carter~1987! has shown that stressed syl-
lables have an ‘‘informational’’ advantage over unstressed
syllables. That is, word uniqueness is defined by the stressed
syllable~s! in the word.

It is possible that durational effects operate differently
on syllables that carry large information loads~i.e., content
words and stressed syllables! than on those whose function is
to specify linguistic relationships~i.e., function words and
unstressed syllables!. Van Bergem~1993! compared vowel
durations of stressed syllables, unstressed syllables, and
function words in both accented and unaccented conditions.
He concluded that the effect of sentence accent on duration is
of minor importance compared to the effect of lexical stress
and word class. Specifically, he found that unaccented un-
stressed syllables, accented function words, and unaccented

function words did not significantly differ in vowel duration.
On the other hand, these three syllable groups were signifi-
cantly shorter in vowel duration than either accented stressed
syllables or unaccented stressed syllables.

To test the hypothesis that durational effects operate dif-
ferently on content words and lexically stressed syllables
~content/stressed! than on function words and lexically un-
stressed syllables~function/unstressed!, two covariance mod-
els of vowel duration are considered: the single population
model and the dual population model.

a. Single population model.The single population co-
variance structure model assumes that a single set of param-
eter estimates can be generated that fits all syllables well. In
such a model, vowel duration is considered to be a direct
effect of all independent factors or variables~Fig. 3!.

b. Dual population model.The dual population model
assumes that duration factors operate differently on syllables
from the content/stressed population than on syllables from
the function/unstressed population. The dual population co-
variance structure model is hypothesized to consist of iden-
tical path structures to the single population model with the
omission of the variable stress~Fig. 4!. It is hypothesized
that parameter estimates of this model will differ across the
two populations: content/stressed and function/unstressed.

4. Appropriateness of an additive linear model

Van Santen~1992! has described a sums-of-products
model that is essentially linear with the inclusion of two
multiplicative terms: one between pitch accent and syllabic

FIG. 2. Structural equation component for a covariance structure model of
English vowel duration.

FIG. 3. Single population covariance structure model of vowel duration.

FIG. 4. Dual population covariance structure model of vowel duration.

2985 2985J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Molly L. Erickson: Effects on vowel duration in American English



stress, and a second one between the influence of post-
vocalic consonant voicing and position in utterance. While
other interactions are possible and even likely, this parsimo-
nious model accounted for 87% of the variance. Factors in-
cluded in the model were vowel identity, accent, syllabic
stress, pre-vocalic consonant, post-vocalic consonant, num-
ber of preceding syllables, number of following syllables,
and utterance position. The proposed covariance structure
model is an additive linear model that includes most of these
factors, with the exception of accent and pre-vocalic conso-
nant. Traditional CSM does not easily accommodate the in-
clusion of interaction terms. Thus this proposed model fails
to include the interaction of post-vocalic consonant voicing
with position in utterance. Thus it is possible that vowel
duration in some phrase final syllables may be underesti-
mated using an additive covariance structure model.

II. PRELIMINARY EXPERIMENT

A preliminary experiment was performed to obtain
means for the effects of intrinsic duration and post-vocalic
consonant voicing that could be used to transform these cat-
egorical variables into ratiolike measures that behave like
continuous variables. Using methodology partially borrowed
from previous studies~e.g., Peterson and Lehiste, 1960;
House, 1961!, the preliminary experiment intended to:

~1! calculate the mean and median vowel duration for each
of 14 English vowels across voiced and voiceless envi-
ronments;

~2! calculate the mean and median vowel duration for
voiced post-vocalic consonant across all 14 vowels;

~3! calculate the mean and median vowel duration for voice-
less post-vocalic consonant across all 14 vowels.

A. Method

1. Stimuli

Stimuli were nonsense words consisting of ‘‘h’’ fol-
lowed by a vowel and consonant. Nonsense words were im-
bedded in the carrier phrase ‘‘Say ___ again.’’ Nonsense
words were composed of all possible combinations of 14
vowels and 14 post-vocalic consonants~7 voiced/voiceless
cognates!, for a total of 196 stimuli. These are presented in
Table II. Each sentence was written on a separate three by
five card with the stimulus word transcribed in the Interna-
tional Phonetic Alphabet~IPA!. A sample sentence is as fol-
lows: ‘‘Say /hud/ again.’’

2. Subjects

Two adult males and two adult females participated in
the preliminary study. All subjects were native speakers of
American English and had never been diagnosed with a lan-
guage or speech disorder. Each subject passed a standard
hearing screening at 20 dB HL for the frequencies 500 Hz,
1000 Hz, and 2000 Hz. Subjects were trained in phonetics,
were familiar with the International Phonetic Alphabet
~IPA!, and were able to read IPA transcriptions fluently.

3. Recording procedure

Subjects participated in three recording sessions spaced
at least one week apart. During each session, subjects were
recorded reading a randomized list of all 196 stimuli for anN
of 2352 ~196 stimuli33 sessions34 subjects!.

Subjects were recorded while reading stimulus materials
in a double-walled sound booth~Industrial Acoustics Com-
pany model 1203! at the University of Tennessee, Knoxville.
Recordings were made on a Sony PCMR500 digital audio
tape recorder using a Sennheiser MD 441-U microphone.
Subjects were instructed to read at a comfortable rate, but to
keep the rate consistent throughout the session.

4. Analysis

Stimuli were low-pass filtered at 5000 Hz and digitized
at a sampling rate of 10 000 Hz using the Computerized
Speech Laboratory~CSL! from Kay Elemetrics. Wide-band
and narrow-band spectrograms were computed for each
stimulus word. The author measured the duration of the
vowel in each stimulus word from the spectrogram using
segmentation criteria developed by Peterson and Lehiste
~1960!. The beginning of the vowel after the initial /h/ was
determined by the onset of periodic energy in the region of
the first formant. The end of the vowel before a voiceless
plosive was marked at the abrupt cessation of energy in all
formants. The end of the vowel before a voiced plosive was
determined by the cessation of energy in the higher harmon-
ics. The end of the vowel before final voiceless fricatives
was marked at the onset of random noise. The end of the
vowel before final voiced fricatives was marked at the onset
of random noise in the higher frequencies.

Two months after the vowel duration measurements had
been completed, the author recoded a randomly selected ses-
sion from one subject (n5196). Intra-rater reliability as
measured by the Pearson product moment correlation coeffi-
cient was 0.93 for vowel duration. A graduate student trained
in the segmentation procedures described by Peterson and
Lehiste~1960! coded a randomly selected subset of the data
(n5204). Inter-rater reliability for vowel duration as mea-
sured by the Pearson product moment correlation coefficient
was 0.89.

TABLE II. Fourteen vowels and fourteen consonant sounds used in the
preliminary study.

Vowel Post-vocalic consonant

i p
( b
|( t
} d
, k
. g
Ä s
Ç* z
* f
u v
Ä* Y

É Z

Å #b

Ä( $c
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Estimations of intrinsic duration were obtained by cal-
culating mean and median vowel durations for each of the 14
vowels across the 14 consonants that constituted the 7
voiced/voiceless cognate pairs (n5480). Estimations of the
effect of post-vocalic consonant voicing on vowel duration
were obtained by calculating mean and median vowel dura-
tions across all vowels for vowels followed by voiceless con-
sonants (n51176) and for vowels followed by voiced con-
sonants (n51176).

B. Results

Overall mean and median intrinsic durations for each
vowel are presented in Table III along with mean intrinsic
durations obtained by Peterson and Lehiste~1960!. The pre-
liminary experiment data exhibited mean and median dura-
tions that were shorter than the intrinsic durations obtained
by Peterson and Lehiste; however, the relative durations are
quite similar between the two sets of data. For example,
while the mean durations for /i/ and /(/ in the preliminary
data ~168.8 ms and 141.8 ms, respectively! are noticeably
shorter than those in the Peterson and Lehiste data~240 ms
and 180 ms, respectively!, the ratio of the mean duration of
/i/ to the mean duration of /(/ for the preliminary data is
similar to the same ratio calculated from the Peterson and
Lehiste data~1.2 and 1.3, respectively!. Thus it appears that
both sets of data provide a relative measure of intrinsic du-
ration.

Mean and median vowel durations for voiced and voice-
less post-vocalic consonant environments are presented in
Table IV. Examination of these means and medians reveals
that these vowels were longer when followed by voiced con-

sonants, a finding consistent with previous research~e.g.,
Peterson and Lehiste, 1960; House, 1961!. The ratio of
vowel duration before a voiceless consonant to vowel dura-
tion before a voiced consonant was 0.65. This ratio is
slightly greater than the same ratio as reported by other re-
searchers: 0.61~Chen, 1970!; 0.54 ~House, 1961!; and 0.53
~Mack, 1982!.

III. METHOD

A. Data collection

1. Reading material

The reading material consisted of six passages written in
the style of newspaper articles. Each reading passage was
presented in a 12-point font on a separate sheet of paper.

2. Subjects

Whiteside ~1996! has reported sex differences in the
temporal patterns of speech. In order to remove sex differ-
ences from the model, only male native English speakers
were eligible to participate. Subjects were recruited from the
University of Southern California Psychology 100 subject
pool. Thirty-eight male monolingual European-American
English speakers were recorded reading the six passages. All
subjects were native to southern California and spoke a
variation of Standard American English common to the area.
Subjects ranged in age from 18 to 22 years.

3. Recording

a. Equipment. Each subject was recorded while reading
the materials in a single-walled sound booth~IAC 402A!.
Recordings were made on a calibrated Tandberg 9021X reel-
to-reel tape deck with an Uher M857 microphone. All reel-
to-reel recordings were transferred onto digital audio tape
using a Sony PCMR500 digital audio tape recorder.

b. Procedures. Each reading passage was presented in
full. Subjects were allowed to silently read through the ma-
terial prior to recording. Subjects were recorded while seated
12 in. from the microphone. Subjects were instructed to read
at a constant and comfortable rate.

4. Data reduction

a. Sentences.In order to ensure that sentences of vari-
ous lengths were included, the reading material first was di-
vided into short~,15 syllables!, medium~15–24 syllables!,
and long sentences~.24 syllables!. For each group~short,
medium, or long!, the three sentences with the highest voice-
less to voiced post-vocalic consonant ratio were chosen. For
each category~short, medium, and long! the sentence pro-
duced with the greatest number of disfluencies or mispronun-
ciations was eliminated, resulting in six sentences. Disfluen-
cies were coded according to criteria developed by Williams
et al. ~1969!. Mispronunciations were coded as any pronun-
ciation resulting in a change in word or in a nonsense word.
One of these six sentences was later eliminated due to severe
segmentation problems resulting from the phonetic composi-
tion of the sentence. The resulting data set is presented in the

TABLE III. Mean and median durations of syllable nuclei by vowel (n
5480).

Vowel
Mean duration

~ms!
Median duration

~ms!

Peterson and Lehiste
mean duration

~ms!

i 168.8 146.9 240
( 141.8 128.7 180
e 196.7 179.8 270
} 156.5 135.8 200
, 203.6 185.3 330
. 145.9 132.5 230
Ä 195.3 175.2 260
Å 199.7 188.3 310
oU 192.2 167.9 220
U 152.2 137.5 200
u 167.9 150.9 260
ÄU 209.6 160.1 300
ÄI 214.9 187.7 350
É 179.7 136.2 240

TABLE IV. Mean and median durations of syllable nuclei by post-vocalic
consonant voicing.

Post-vocalic consonant
Mean duration

~ms!
Median duration

~ms! N

Voiced 218.7 205.0 1176
Voiceless 142.0 137.1 1176
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Appendix. The five resulting sentences consisted of the fol-
lowing number of syllables: 10, 9, 22, 18, and 28.

b. Subjects. Highly disfluent subjects were eliminated
from the study. Subjects were eliminated if they committed
more than three disfluencies or mispronunciations or more
than five incorrect word inclusions or omissions during the
entire reading. In order to maintain a reasonable balance be-
tween short, medium, and long sentences in the data, sub-
jects were also eliminated from the study if they produced
disfluencies or mispronunciations in more than one sentence
in any of the categories short, medium, or long. The final
number of subjects was 16.

c. Syllables. Syllable nuclei that were not coded as one
of the 15 vowels included in the Peterson and Lehiste~1960!
study were dropped from analysis. Also, any syllable nuclei
that could not be segmented accurately were dropped from
the analysis. A syllable nucleus was determined to be seg-
mented inaccurately if intra-rater reliabilities were less than
80%. Procedures for intra-rater reliability are discussed in
Sec. II B. The data reduction procedure resulted in anN of
893 syllable nuclei extracted from 5 sentences produced by
16 subjects.

5. Data digitization

The recorded speech signals were low-pass filtered at
4000 Hz and digitized at a sampling rate of 10 000 Hz using
the Computerized Speech Laboratory~CSL! from Kay Elem-
etrics.

B. Measures

1. Dependent variable

The dependent variable in this study, i.e., vowel dura-
tion, was defined as the duration of the vocalic portion of the
syllable. The author measured the duration of each syllable
nucleus from digital spectrograms using segmentation crite-
ria developed by Peterson and Lehiste~1960!. Aspiration
was not included as part of the vowel. Skewness and kurtosis
values for duration were 0.99 and21.35, respectively.

To test the reliability of segmentation, the author re-
measured recordings from one randomly selected subject two
weeks after the initial measurement. A third set of measure-
ments was obtained one month after the initial measurement.
All three sets of measurements were tested for reliability
using Cronbach’sa as calculated by the ‘‘reliability’’ proce-
dure provided by version 8 of the Statistical Product and
Service Solutions~SPSS, formerly known as Statistical
Package for the Social Sciences!. The three sets of measure-
ments were found to be consistent~a50.99,n554!.

To further assess the reliability of segmentation, a
graduate student familiar with segmentation measured vowel
durations from 1 subject randomly selected from the full set
of 16 subjects. These measurements were compared with the
initial measurements made by the author for the same sub-
ject. The two sets of measurements were found to be consis-
tent ~a50.98,n553!.

2. Independent variables

All independent variables were measured by the author.
To assess the reliability of these measurements, the author
re-measured all data for one randomly selected subject. To
further assess the reliability of these measurements, a gradu-
ate student from the Department of Speech Science and
Technology at the University of Southern California mea-
sured all independent variables for a subset of seven ran-
domly selected subjects. All reliabilities were calculated us-
ing Cronbach’sa. Results of these analyses are presented on
a variable-by-variable basis in the following sections.

a. Intrinsic vowel duration. Each syllable nucleus was
categorized for vowel identity using a list that included the
15 syllable nuclei analyzed in the Peterson and Lehiste study
~1960! plus ‘‘not listed’’ and ‘‘cannot tell’’ and 5 additional
phonemic categories that were not used in this study. Three
of the Peterson and Lehiste vowels, /Å(/, /Ä(/, and /Å/, were
not represented in the stimulus materials. The 12 syllable
nuclei used in this study are listed in Table V. Inter-rater and
intra-rater reliabilities of vowel identity categorization were
high ~a50.99,n568; a50.97,n5304, respectively!.

Typically, the unmeasurable factor, intrinsic duration, is
estimated using some type of average vowel duration com-
puted from minimal pairs. Using CSM, however, intrinsic
duration can be estimated using multiple measures. Intrinsic
duration would then be defined as the shared variance of
these measures. In this study, three measured variables were
used to define the latent factor of intrinsic duration:~1! mean
intrinsic, mean vowel duration as calculated in the prelimi-
nary study;~2! median intrinsic, median vowel duration as
calculated in the preliminary experiment; and~3! Peterson
and Lehiste intrinsic, intrinsic duration as calculated by
Peterson and Lehiste~1960! ~see Table III!. These variables
were created by assigning the appropriate mean or median to
each syllable nuclei in the study based on its phonemic iden-
tity. This procedure converted the categorical measure of
phonemic identity into three ratiolike measures of intrinsic
duration. Thus a syllable with a nucleus of /i/ would be
coded as follows: mean intrinsic duration5168.8 ms, median
intrinsic duration5146.9 ms, and Peterson and Lehiste in-
trinsic duration5240 ms.

Conversion of the categorical variable of phonemic
identity into one or more ratiolike variable of intrinsic dura-

TABLE V. Frequency of occurrence of the 12 vowels included in the main
experiment.

Vowel N

i 92
( 142
|( 60
} 144
, 78
. 211
Ä 67
Ç* 39
* 30
u 13
Ä* 31
É 46
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tion allows the use of statistical procedures typically applied
to normally distributed continuous data. It is not necessary
for each phoneme to be equally represented. Instead, it is
assumed that these measures are normally distributed. Skew-
ness and kurtosis values for the three variables were as fol-
lows: mean intrinsic, 0.52 and21.35, respectively; median
intrinsic duration, 0.76 and20.76, respectively; and Peter-
son and Lehiste intrinsic duration, 0.77 and 0.03, respec-
tively.

b. Post-vocalic consonant voicing.Each vowel was as-
signed to one of the following categories:~1! ‘‘followed by
voiceless consonant in same syllable;’’~2! ‘‘followed by
voiced consonant in same syllable;’’~3! ‘‘followed by voice-
less consonant in next syllable in the same word,’’~4! ‘‘fol-
lowed by voiced consonant in next syllable in same word;’’
~5! ‘‘followed by voiceless consonant in next word;’’~6!
‘‘followed by voiced consonant in next word;’’ and~7! ‘‘no
following consonant.’’ A categorization of ‘‘no following
consonant’’ was assigned when one of the following was
true: vowel was phrase final; vowel was followed by a pause;
or vowel was followed by another vowel. Syllables catego-
rized as ‘‘no following consonant’’ were not included in the
study. The reliability of these categorizations was assessed
by creating a vector for each of the seven categories. For
each syllable nucleus, the vector was coded ‘‘0’’ if the cat-
egory was not assigned or ‘‘1’’ if the category was assigned.
Intra-rater reliabilities for the seven categories ranged from
0.93 to 1.00. Inter-rater reliabilities for the seven categories
ranged from 0.92 to 1.00.

The influence of post-vocalic consonant voicing on
vowel duration has been studied extensively within the syl-
lable. Little is known concerning the strength of this effect
across syllable or word boundaries. In a study examining 200
phonetically balanced sentences, Campbell and Isard~1991!
found no effect of post-vocalic consonant voicing across
word boundaries. Given that the function words ‘‘a’’ and
‘‘the’’ are two of the most frequently occurring words in
English, it is likely that, in sentences, word boundary effects
are confounded with other effects such as cliticization and
position in the stress foot. To assess the effect of post-vocalic
consonant voicing across syllable and word boundaries in
these data, two Lagrange Multiplier tests~LM ! ~see Bentler,
1995! were performed. The first LM analysis tested the hy-
pothesis that the influence of post-vocalic consonant voicing
on vowel duration is invariant within and across syllable
boundaries. The second LM analysis tested the hypothesis
that the influence of post-vocalic consonant voicing on
vowel duration is invariant within and across word bound-
aries. Results of these analyses suggest that the influence
of post-vocalic consonant voicing on duration is similar
within and across syllable boundaries@x2(1)50.125, p
50.72# and within and across word boundaries
@x2(1),0.001,p51.00# in connected speech. Therefore, the
six categorizations for post-vocalic consonant voicing were
collapsed into two categories: ‘‘followed by voiced conso-
nant’’ and ‘‘followed by voiceless consonant.’’

The categorical variable of post-vocalic consonant voic-
ing was converted to the binary variable of mean voicing by
assigning mean durations for each voiced/voiceless envi-

ronment obtained from the preliminary experiment to each
syllable, thus creating a binary variable with ratiolike quali-
ties. Specifically, vowels categorized as ‘‘followed by voiced
consonant’’ were assigned a mean voicing value of 218.7
ms, while vowels categorized as ‘‘followed by voiceless con-
sonant’’ were assigned a mean voicing value of 142.0 ms.
Skewness and kurtosis values for this variable were20.52
and21.73, respectively.

c. Position in word. The latent factor of position in
word was defined by two measured variables: syllables per
word, the number of syllables per word, and syllables after,
the number of following syllables in the word. Skewness and
kurtosis values for syllables per word were 1.59 and 2.35,
respectively. Skewness and kurtosis values for number of
following syllables in the word were 2.25 and 5.56, respec-
tively. Intra-rater and inter-rater reliability for the variable
syllables/word produced alpha coefficients of 1.00 (n568)
and 0.99 (n5304). Due to these extremely high reliability
coefficients, no analysis of reliability was performed for the
variable syllables after.

d. Stress. Each coder was asked to choose the ‘‘most
stressed’’ syllable in each polysyllabic word. The measured
variable stress was assigned a value of zero if the syllable
was not marked as stressed or a value of one if the syllable
was marked as stressed. Skewness and kurtosis values for
stress were 1.03 and20.94, respectively. Reliability analysis
revealed high intra-rater and inter-rater agreement~a51.00,
n568; a50.99,n5304, respectively!.

e. Phrase final position.Phrase boundaries were coded
following a procedure developed by Wightmanet al. ~1992!.
This system labels the boundary between each pair of ortho-
graphic words with a break index of 0–6. One listener, the
author, examined the boundaries between each pair of ortho-
graphic words and assigned a break index value for those
boundaries meeting the criteria for ratings of 4 or higher. A
break index of 4 marked an intonational phrase boundary and
was preceded by a boundary tone~Beckman and Pierrehum-
bert, 1986!. A break index of 5 marked a group of intona-
tional phrases. A break index of 6 marked a sentence bound-
ary. Boundaries with break index ratings of 5 or 6 were
marked as phrase boundaries.

To assess the reliability of phrase boundary marking, the
author relabeled the data from one randomly selected sub-
ject. Intra-labeler reliability of phrase boundary marking was
0.96 (n568). Additionally, a graduate student applied the
same procedure to seven randomly selected subjects. Inter-
labeler reliability for phrase boundary marking was 0.95 (n
5304).

Cummins~1999! points out that phrase final lengthening
refers to the relatively longer durations seen in the rhyme of
the syllable that lies at the right edge of a major prosodic
group, while utterance final lengthening tends to affect sev-
eral syllables. Research by Campbell and Isard~1991!, Klatt
~1976!, Oller ~1973!, van Santen~1992!, and Wightman
et al. ~1992! suggests that in final words, the final lengthen-
ing occurs primarily in the final syllable, whether stressed or
unstressed. Thus only syllables immediately preceding a
phrase boundary were marked as phrase final. Phrase final
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syllables were coded as one, all others were coded as zero.
Skewness and kurtosis for phrase final position were the
highest in these data~3.08 and 7.49, respectively!.

3. Influence of speaking rate

Experimental studies typically examine the effect of
speaking rate on vowel duration by comparing speech at con-
versational and fast speaking rates~e.g., Cummins, 1999;
Gay, 1978; Weismer and Fennell, 1985!. In such cases,
speaking rate appears to be an important predictor of vowel
duration. In the present study, mean speaking rate was cal-
culated per phrase and ranged from 3.8 syllables per second
to 7.1 syllables per second with a mean of 5.5 syllables per
second and a standard deviation of 0.7 syllables per second.
Speaking rate was not highly correlated with vowel duration
~r 520.20, n5896!. Given the low correlation between
speaking rate and vowel duration in these data, this param-
eter was not included in the model.

C. Data sets

Three data sets were used in the analyses. The main data
set (N5896) was used to test the single population model.
In order to test the hypothesis that two separate models pre-
dict duration better than a single model, the main data set
was divided into two data subsets:~1! content/stressed (N
5426), consisting of monosyllabic content words and lexi-
cally stressed syllables, and~2! function/unstressed (N
5470), consisting of monosyllabic function words and lexi-
cally unstressed syllables.

IV. RESULTS

A. Single population model

1. Goodness-of-fit

Maximum likelihood~ML ! was used to estimate the co-
variance matrix of the single population model. Comparison
of the estimated covariance matrix with the actual covariance
matrix produced a large chi-square, as would be expected for
models for largeN, suggesting that the estimated covariance
matrix differed significantly from the actual covariance ma-
trix @x2(25)5836,p,0.001#. However, the null model pro-
duced a much larger chi-square goodness-of-fit statistic
@x2(36)56692,p,0.001#. Comparison of the chi-square of
the single population model to that of the null model sug-
gests that the single population model is an improvement
over the null model~CFI50.878!.

2. Parameter estimates

Unstandardized parameter estimates are presented in
Fig. 5. Latent variable loadings are indicated along arrows
connecting latent factors~ovals! to manifest variables~rect-
angles!. Covariances are indicated along curved lines con-
necting factors or variables. Structural equation parameters
are indicated along arrows running from independent factors
or variables to duration, the dependent variable. All latent
variable loadings were significant. All parameter estimates
for hypothesized covariances were of the expected sign. All
five direct effects on vowel duration were significant.

3. Summary

The fit index employed in this study indicated that the
single population model fits the data better than the null
model. The strongest direct effect on vowel duration was
intrinsic duration, followed by the much weaker effects of
phrase final position, lexical stress, position in word, and
post-vocalic consonant voicing.

B. Dual population model

1. Fully constrained simultaneous solution

The hypothesis that two durational models, one for the
population of content/stressed syllables (N5426), and a sec-
ond for the population of function/unstressed syllables (N
5470), predict duration better than a single population
model was tested by constraining all structural equation pa-
rameters of each model to be equal. In other words, the ef-
fects of the independent factors and variables on duration
were constrained to be equal across both populations. All
other parameters were freely estimated. A Lagrange Multi-
plier test ~LM ! was employed to assess whether any im-
provement in fit results if the structural equation parameters
for each sample are freely estimated.

a. Goodness-of-fit.ML estimation was used to calculate
parameter estimates. Comparison of the estimated covariance
matrix to the actual covariance matrix resulted in a large
chi-square goodness-of-fit statistic@x2(44)5679,p,0.001#.
The null model yielded a much larger chi-square@x2(56)
56533,p,0.001#. Comparison of the chi-square of the dual
population model to that of the null model suggests that the
dual population model is an improvement over the null
model ~CFI50.902!.

b. Parameter estimates.The LM test indicated that the
direct structural equation parameters of the two samples
should not be simultaneously constrained to be equal across
the two samples@x2(4)521.399,p,0.001#. Results of the
univariate LM test are presented in Table VI. If we consider
the LM statistic to be zero in the population at probabilities
above 0.05, only two parameters should be released from the
equality constraint: intrinsic duration and post-vocalic con-

FIG. 5. Single population covariance structure model of vowel duration
with unstandardized parameter estimates.
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sonant voicing. However, great caution must be used in in-
terpretation of the univariate LM statistic. Such statistics
cannot be used to determine the effect of releasing multiple
restrictions because the statistics may be correlated~Bentler,
1995!. Given that there is evidence that position in word
affects vowel duration less in unstressed syllables than it
does in stressed syllables, it seems theoretically unwise to
constrain this parameter to be equal across content/stressed
syllables and function/unstressed syllables simply because
the probability value of its LM statistic is 0.104. Likewise,
phrase final position has been associated with similar vowel
durations across stressed and unstressed syllables~van
Santen, 1992!, but the manner in which this lengthening is
achieved may not be identical across these two populations
~Edwardset al., 1990!. Given that the probability of the LM
statistic for phrase final position is only 0.08, it may be un-
wise to restrict this parameter to be equal across the two
populations as well. Thus all four parameter estimates were
freely estimated.

c. Summary. The results of the LM test indicate that
model fit is improved if the structural equation parameters of
the two groups, content/stressed and function/unstressed, are
allowed to vary independently, thus supporting the hypoth-
esis that a dual population duration model will fit the data
better than a single population duration model.

2. Unconstrained simultaneous solution

Based on the results of the fully constrained LM test, a
second LM test was performed in which all four structural
equation parameters were freely estimated across the
content/stressed and function/unstressed populations.

a. Goodness-of-fit.ML estimation was used to calculate
parameter estimates. Comparison of the estimated covariance
matrix to the actual covariance matrix resulted in a large
chi-square goodness-of-fit statistic@x2(40)5661,p,0.001#.
The null model yielded a much larger chi-square@x2(56)
56563,p,0.001#. Comparison of the chi-square of the un-
constrained model to that of the null model suggests that this
model is an improvement over the null model~CFI50.905!.

b. Parameter estimates.The magnitudes and levels of
significance for direct structural equation parameters differed
for the content/stressed and function/unstressed data subsets.
Unstandardized parameter values for the content/stressed
data subset are displayed in Fig. 6, while those for the
function/unstressed data subset are displayed in Fig. 7. Table
VII presents the direct effects on vowel duration for each
data subset in decreasing order of magnitude.

Intrinsic duration remained the strongest direct effect on
duration in both the content/stressed and function/unstressed
data subsets. Likewise, phrase final position remained a
moderately strong direct effect on vowel duration in both
data subsets. On the other hand, the two models differed with
respect to the effect of post-vocalic consonant voicing on
vowel duration. For content/stressed syllables, post-vocalic
consonant voicing was the second strongest significant ef-
fect. Conversely, for function/unstressed syllables, post-
vocalic consonant voicing was an insignificant predictor of
vowel duration. Likewise, the shortening effect of position in
word was a significant predictor of vowel duration in
content/stressed syllables, but was not a significant shorten-
ing effect on the duration of function/unstressed syllables.

c. Summary. The results of ML analysis of each data

FIG. 6. Content/stressed covariance structure model of vowel duration with
unstandardized parameter estimates.

FIG. 7. Function/unstressed covariance structure model of vowel duration
with unstandardized parameter estimates.

TABLE VI. LM test univariate statistics for removal of structural equation
parameter equality constraints between content/stressed (N5426) and
function/unstressed (N5470).

Parametera x2 p

Intrinsic Duration→Duration 7.27 0.007
Voicing→Duration 8.46 0.004

Position in Word→Duration 2.64 0.104
Final→Duration 3.03 0.082

aIndependent variable→Dependent variable.

TABLE VII. Direct effects on vowel duration for content/stressed and
function/unstressed syllables in descending order of magnitude.

Content/stressed Function/unstressed

Intrinsic durationa Intrinsic durationa

Following voicinga Finala

Finala Position in word
Position in wordb Following voicing

ap,0.001.
bp,0.01.
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subset support the hypothesis that the combined effects of
several factors on vowel duration differ between the two
populations, content/stressed and function/unstressed. Sepa-
rate modeling of these two groups of syllables fit the data
better than a single model of vowel duration.

V. DISCUSSION

This study was able to test simultaneous effects on
vowel duration in American English. Additionally, through
the use of multiple sample CSM, it has been possible to
investigate whether two models of vowel duration, one for
content/stressed syllables and a second for function/
unstressed syllables, more accurately model vowel duration
than does a single model. While this study cannot suggest
causation because of its nonexperimental nature, it has pro-
vided a more complete picture of the processes that shape
vowel duration in continuous speech than have previous ex-
perimental studies. The results support many of the findings
of experimental studies. However, some effects that fre-
quently have been seen experimentally were not strong ef-
fects in these data.

A. Specific effects

1. Intrinsic duration

Intrinsic duration was the strongest predictor of vowel
duration in all models studied. It is clear that, at least in these
data, the effect is very strong. The unstandardized path co-
efficient for the effect of intrinsic duration on vowel duration
was 0.452 for the content/stressed group and 0.320 for the
function/unstressed group, suggesting that this effect was
stronger in the content/stressed group than it was in the
function/unstressed group. While previous studies have not
examined the strength of intrinsic duration in monosyllabic
function words, its effect has been examined in unstressed
syllables. In his 1992 study, van Santen examined the dura-
tional distribution of stressed and unstressed syllables in ac-
cented words and found a high degree of similarity in rank
ordering of duration, suggesting that this effect is similar in
both stressed and unstressed syllables.

2. Post-vocalic consonant voicing

In this study of connected speech, post-vocalic conso-
nant voicing was not a strong predictor of vowel duration in
the single population model~g50.074!; however, the effect
was significant. On the other hand, in the dual population
model, a stronger effect on vowel duration was seen~g
50.178! for the content/stressed population, while no effect
was observed for the function/unstressed population. While
no previous studies have examined this effect in function
words, the current findings are in agreement with those ob-
served by Crystal and House~1988! in stressed and un-
stressed syllables.

3. Position in word

In the current research, position in word was indicated
by two measured variables, number of syllables in the word
and number of syllables after. In the single population
model, a small, but significant, inverse relationship between

position in word and vowel duration was observed~g
520.114!. In the dual population model, a larger inverse
relationship between position in word and vowel duration
~g520.155! was observed in the content/stressed popula-
tion, while position in word had no significant effect on du-
ration in the function/unstressed population. The finding that
position in word inversely affects vowel duration in stressed
syllables is supported by numerous studies~Klatt, 1973; Le-
histe, 1972; Nooteboom, 1972; Port, 1981!. The handful of
studies that have examined the effect of position in word on
vowel duration in unstressed syllables have seen an effect,
but one that is much reduced from that seen in stressed syl-
lables~Nooteboom, 1972; van Santen, 1992!. Data provided
by van Santen show that vowel duration is longer in word-
final unstressed syllables than in unstressed syllables fol-
lowed by one syllable. However, no obvious difference was
seen in vowel duration of unstressed syllables followed by
one syllable and those followed by greater than one syllable.
These findings suggest that when the effects of word final
position are removed, the duration of unstressed vowels are
not greatly affected by the number of following syllables.

4. Lexical stress

Lexical stress was the second strongest effect on vowel
duration in the single population model~g50.174!. This is
not surprising since increased duration has long been associ-
ated with the perception~Fry, 1955, 1958, 1964! and produc-
tion ~Lieberman, 1960! of lexical stress. Distributional data
provided by Crystal and House~1988! show that all catego-
ries of vowels, i.e., tense, lax, and diphthong, are longer in
stressed syllables.

5. Phrase final position

Evaluation of the effect of phrase final position on vowel
duration suggests that this variable is a significant, but mod-
erate, predictor of vowel duration in all three models. The
effect of phrase final position on duration was consistent
across all three models, single population, content/stressed
population, and function/unstressed population~g50.190,
g50.163,g50.131, respectively!, suggesting that, at least in
these data, phrase final position predicts duration similarly in
both populations. Such a finding is in agreement with those
of Berkovits ~1984! and Oller ~1973!. The finding is also
supported by the research of Crystal and House~1988! and
van Santen~1992!, who concluded that vowels in prepausal
position are lengthened independent of stress. However, as
Edwardset al. ~1990! point out, while similar lengthening is
observed in stressed and unstressed syllables, the articulatory
kinematics of this lengthening differ.

B. Appropriateness of a multisample model

The present study supports the differential modeling of
duration for syllables that carry meanintg~i.e., monosyllabic
content words and stressed syllables! and syllables that
specify relationships~i.e., monosyllabic function words and
unstressed syllables!. While some factors appeared to exert
similar effects on duration in these two populations, others
appeared to operate differentially on these two groups. Con-
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sider the unstandardized parameter estimates for the single
population model@Eq. ~12!# and those generated by the dual
population model for the content/stressed population@Eq.
~13!# and the function/unstressed population@Eq. ~14!#:

Do50.514Di10.074V20.114W10.174S10.190P1E,
~12!

Do50.452Di10.178V20.155W 10.163P1E,
~13!

Do50.320Di 10.131P1E,
~14!

where Do5output duration, Di5intrinsic duration,
V5post-vocalic consonant voicing,W5position in word,
S5lexical stress,P5phrase final position, andE5error. Fac-
tors with parameter estimates not significantly different from
zero were not included in these equations. The effects of
intrinsic duration and phrase final position appear relatively
consistent across all three models. Conversely, position in
word appears to be a significant predictor of vowel duration
in the content/stressed model but is an insignificant predictor
of vowel duration in the function/unstressed model. Post-
vocalic consonant voicing also had a stronger effect on
vowel duration in the content/stressed model than in the
function/unstressed model.

Klatt ~1976! posited that speech was ultimately ‘‘incom-
pressible.’’ Klatt’s theory predicts that as shortening effects
are added to the model, their combined effects are reduced as
segment durations asymptotically approach a minimum. Re-
sults of the dual population model analysis, while not prov-
ing this theory, are consistent with it. The argument could be
made that content/stressed syllables are inherently longer
than function/unstressed syllables and therefore more ‘‘com-
pressible.’’ It would be expected, then, that shortening fac-
tors would be stronger predictors of duration in the content/
stressed model than in the function/unstressed model. This
was the case in these data.

Other researchers have suggested that factors that are
not phonologically specified might exhibit ‘‘incompressibil-
ity’’ while those that are phonologically specified would not
~Port, 1981!. That is, inherently shorter and inherently longer
syllables should be similarly affected by phonologically
specified factors. Cummins~1999! showed that the phono-
logical factor of final lengthening appeared to operate in a
constant ratio manner across contexts. The present study in
part supports this finding. In both models, content/stressed
and function/unstressed phrase final lengthening operated in
a similar manner; however, because the model is additive
and not multiplicative, it cannot be said that this factor op-
erated using a constant ratio. On the other hand, the effect of
post-vocalic voicing on duration, considered to be a phono-
logically specified factor in English~House, 1961; Delattre,
1962!, did not operate in a similar manner across the two
groups. In fact, this factor had no significant effect on syl-
lables from the function/unstressed group.

In summary, it appears that intrinsic duration and phrase
final position predict duration in content/stressed and
function/unstressed syllables in a similar fashion. On the
other hand, the factors of post-vocalic consonant voicing and
position in word appear to have little or no affect on the

duration of function/unstressed syllables. It appears that
some factors that affect vowel duration operate differentially
on these two groups.

C. Interpretation of model fit and parameter estimates

1. Model fit

The chi-square goodness-of-fit statistics generated in
this study suggest that for all models tested the actual covari-
ance matrices differed significantly from the estimated co-
variance matrices. Accordingly, these models should be con-
sidered to be poor fitting. However, there are several reasons
why these chi-square goodness-of-fit values could be mis-
leading. First, as sample size increases, the chi-square test
gains increasing power. Thus for large sample sizes, small
differences between the actual covariance matrices and the
estimated covariance matrices become significant, increasing
the probability of a Type II error. In this study, all sample
sizes were quite large. Second, the more complex the model,
the more likely a good fit. Recall that the saturated model,
where there are as many estimated parameters as there are
nonredundant variances and covarariances, will always fit
the data exactly. As model complexity approaches saturation,
fit approaches perfection. The models examined in this study
were relatively simple and would, therefore, generate lower
chi-square values than a more complex, but theoretically in-
valid, model.

Several authorities recommend using the relative chi-
square to evaluate model fit. The relative chi-square is the
chi-square goodness-of-fit statistic divided by the degrees of
freedom. In theory, this measure is less dependent on sample
size than the simple chi-square statistic. Rule-of-thumb ac-
ceptable values for this measure range from 2:1 to 3:1~Car-
mines and McIver, 1981; Kline, 1998!. However, some re-
searchers accept values as high as 5:1. This measure, in fact,
is very useful when sample sizes are just above those mini-
mally required to successfully perform CSM. However, this
measure is also dependent on sample size due to the fact that
increases in sample size, while resulting in larger chi-square
goodness-of-fit statistics, do not also result in an increase in
degrees of freedom. Thus as sample size increases beyond
that minimally required for stable parameter estimation in
CSM, the relative chi-square also increases. Consider the
single population model (N5896). The relative chi-square
generated by this model is 33.44:1@x2(25)5836#. When the
same model is generated using a minimally acceptable subset
of the data (N5148), a much smaller chi-square goodness-
of-fit statistic is generated, yet the degrees of freedom are
constant@x2(25)5100#, resulting in a more acceptable rela-
tive chi-square of 4:1. Thus for this large data set, the rela-
tive chi-square is not a particularly useful measure of fit.

The CFI, while not being immune to the effects of
sample size, is much less affected than either the chi-square
goodness-of-fit statistic or the relative chi-square. The CFI
values generated in this study ranged from slightly below the
rule-of-thumb cutoff of 0.90 proposed by Bentler and Bonnet
~1980! to slightly above this cutoff, suggesting that these
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models should not be discarded, but could be improved. This
is not surprising since these models did not incorporate fac-
tors at levels higher than the syllable. Also, these models
employ a linear estimation technique that suffers from the
inability to include nonlinear interaction effects.

2. Parameter estimation

The stability of parameter estimates in CSM is a func-
tion of sample size. The parameter estimates generated by
these models are quite likely stable, because the sample sizes
employed in these models, 896 for the single population
model, and 426 and 470 for the dual population model, are
many times greater than the sample sizes suggested by typi-
cal rule-of-thumb methods. According to Stevens~1996!, the
sample size should be 15 times the number of measured vari-
ables. Using his method, these models require a sample size
of only 135. Bentler and Chou~1987! recommend a sample
size that contains at least five cases per parameter estimate.
Multiplying the 19 estimated parameters by 5 yields a
sample size of 95, well below the sample sizes used in this
study.

Validity of the parameter estimates is generally deter-
mined by model fit; however, there is currently no rigorously
defined CFI cutoff below which parameters should be con-
sidered invalid. Maruyama~1998! is careful to remind us
that the plausibility of a particular relationship in a model
can be assessed even when an overall fit index does not
exceed rule-of-thumb values. While the CFI values gener-
ated in this study suggest that the models could be improved,
the parameter estimates obtained in this study generally
agree with those obtained using other methodologies.

VI. SUMMARY AND CONCLUSIONS

While the best model of duration likely contains higher
level factors, interaction terms, and is nonlinear at its ex-
tremes, this study has shown that by using a dual population
model, additive linear techniques can be used to obtain a
great deal of information concerning the simultaneous effects
on vowel duration in connected speech. Intrinsic duration,
post-vocalic consonant voicing, position in word, lexical
stress, and phrase final position were significant predictors of
vowel duration in the single population model. A dual popu-
lation model of vowel duration where parameter estimates
were predicted separately for monosyllabic content words/
lexically stressed syllables and monosyllabic function words/
lexically unstressed syllables fit the data better than did the
single population model. The results obtained in this study
generally agree with those obtained using other methodolo-
gies, and suggest that covariance structure analysis can be
used as a complementary technique in linguistic and pho-
netic research.
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APPENDIX: SENTENCE ANALYZED

Below are the five sentences analyzed in this study.

~1! Each lawyer attempts to present his case.
~2! Husband steps down and wife takes the stand.
~3! At the Lompoc penitentiary, a convict may get a chance

to have his protest heard.
~4! Warden Jonathon Stout listens to the pleas of the inmates

every week.
~5! This gift, together with the proceeds of last year’s celeb-

rity concert, could be used to improve prison programs.
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Jöreskog, K. G.~1973!. ‘‘A general method for estimating a linear structural
equation system,’’ inStructural Equation Models in the Social Sciences,
edited by A. S. Goldberger and O. D. Duncan~Seminar, New York!, pp.
85–112.

Jöreskog, K. G., and van Thillo, M.~1972!. A General Computer Program
for Estimating a Linear Structural Equation System Involving Multiple
Indicators of Unmeasured Variables~Educational Testing Service,
Princeton, NJ!.

Keesling, W. ~1972!. ‘‘Maximum likelihood approaches to causal flow
analysis,’’ Doctoral dissertation, University of Chicago.

Kenyon, J. S.~1924!. American Pronunciation~George Wahr, Ann Arbor,
MI !.

Klatt, D. ~1973!. ‘‘Interaction between two factors that influence vowel
duration,’’ J. Acoust. Soc. Am.54, 1102–1104.

Klatt, D. ~1975!. ‘‘Vowel lengthening is syntactically determined in a con-
nected discourse,’’ J. Phonetics3, 129–140.

Klatt, D. ~1976!. ‘‘Linguistic uses of segmental duration in English: Acous-
tic and perceptual evidence,’’ J. Acoust. Soc. Am.59, 1208–1221.

Kline, R. B. ~1998!. Principles and Practice of Structural Equation Model-
ing ~Guilford, New York!.

Lehiste, I. ~1972!. ‘‘Timing of utterances and linguistic boundaries,’’ J.
Acoust. Soc. Am.51, 2018–2024.

Lehiste, I.~1977!. ‘‘Isochrony reconsidered,’’ J. Phonetics5, 253–265.
Lieberman, P.~1960!. ‘‘Some acoustic correlates of word stress in American

English,’’ J. Acoust. Soc. Am.32, 451–454.
Long, J. S. ~1983!. Covariance Structure Models: An Introduction to

LISREL~Sage, Newbury Park!.
MacCallum, R. C., Wegener, D. T., Uchino, B. N., and Fabrigar, L. R.

~1993!. ‘‘The problem of equivalent models in applications of covariance
structure analysis,’’ Psychol. Bull.114, 185–199.

Mack, M. ~1982!. ‘‘Voicing-dependent vowel duration in English and
French: Monolingual and bilingual production,’’ J. Acoust. Soc. Am.71,
173–178.

Maruyama, G. M.~1998!. Basics of Structural Equation Modeling~Sage,
Thousand Oaks, CA!.

Morton, J., and Jassem, W.~1965!. ‘‘Acoustic correlates of stress,’’ Lang.
Speech8, 59–181.

Nooteboom, S. G.~1972!. ‘‘Production and perception of vowel duration,’’
Doctoral Dissertation, Utrecht, The Netherlands.

Oller, D. K. ~1973!. ‘‘The effect of position in utterance on speech segment
duration in English,’’ J. Acoust. Soc. Am.54, 1235–1247.

Peterson, G. E., and Lehiste, I.~1960!. ‘‘Duration of syllable nuclei in
English,’’ J. Acoust. Soc. Am.32, 693–703.

Peyrot, M. ~1996!. ‘‘Causal analysis: Theory and application,’’ J. Pediatr.
Psychol.21, 3–24.

Port, R. F.~1981!. ‘‘Linguistic timing factors in combination,’’ J. Acoust.
Soc. Am.69, 262–274.

Prussia, G. E., Kinicki, A. J., and Bracker, J. S.~1993!. ‘‘Psychological and
behavioral consequences of job loss: A covariance structure analysis using
Weiner’s ~1985! attribution model,’’ J. Appl. Psychol.78, 382–394.

Scott, D. R.~1980!. ‘‘Duration as a cue to the perception of a phrase bound-
ary,’’ J. Acoust. Soc. Am.71, 996–1007.

Stevens, J.~1996!. Applied Multivariate Statistics for the Social Sciences
~Lawrence Erlbaum Associates, Mahwah, NJ!.

Umeda, N.~1972!. ‘‘Vowel duration in polysyllabic words in American
English,’’ J. Acoust. Soc. Am.52, 133~A!.

Umeda, N.~1975!. ‘‘Vowel duration in American English,’’ J. Acoust. Soc.
Am. 58, 434–445.

van Bergem, D. R.~1990!. ‘‘In defense of a probabilistic view on human
word recognition,’’ Proc. Inst. Phonetic Sci. Amsterdam15, 121–127.

van Bergem, D. R.~1993!. ‘‘Acoustic vowel reduction as a function of
sentence accent, word stress, and word class,’’ Speech Commun.12,
1–23.

van Santen, J. P. H.~1992!. ‘‘Contextual effects on vowel duration,’’
Speech Commun.11, 513–546.

Weismer, G., and Fennell, A. M.~1985!. ‘‘Constancy of~acoustic! timing
measures in phrase-level utterances,’’ J. Acoust. Soc. Am.78, 49–57.

Wightman, C. W., Shattuck-Hufnagel, S., Ostendorf, M., and Price, P. J.
~1992!. ‘‘Segmental durations in the vicinity of prosodic phrase bound-
aries,’’ J. Acoust. Soc. Am.91, 1707–1717.

Wiley, D. E. ~1973!. ‘‘The identification problem for structural equation
models with unmeasured variables,’’ inStructural Equation Models in the
Social Sciences, edited by A. S. Goldberger and O. D. Duncan~Seminar,
New York!, pp. 69–83.

Williams, D., Silverman, F., and Kools, J.~1969!. ‘‘Disfluency behavior of
elementary school stutterers and nonstutterers: Loci of instance of disflu-
ency,’’ J. Speech Hear. Res.12, 303–318.

Whiteside, S. P.~1996!. ‘‘Temporal-based acoustic-phonetic patterns in read
speech: Some evidence for speaker sex differences,’’ J. Int. Phonetic As-
sociation26, 23–40.

Youngblut, J. M.~1994a!. ‘‘A consumer’s guide to causal modeling: Part
I,’’ J. Pediatr. Nurs.9, 268–271.

Youngblut, J. M.~1994b!. ‘‘A consumer’s guide to causal modeling: Part
II,’’ J. Pediatr. Nurs.9, 409–413.

2995 2995J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Molly L. Erickson: Effects on vowel duration in American English



Irregular vocal-fold vibration—High-speed observation
and modeling

Patrick Mergella)

Siemens Audiologische Technik GmbH, Gebbertstrasse 125, D-91058 Erlangen, Germany

Hanspeter Herzelb)

Institute for Theoretical Biology, Humboldt University Berlin, Invalidenstrasse 43,
D-10115 Berlin, Germany

Ingo R. Titzec)

National Center for Voice and Speech, University of Iowa, 330 Wendell Johnson Building,
Iowa City, Iowa 52242

~Received 9 March 2000; accepted for publication 7 August 2000!

Direct observations of nonstationary asymmetric vocal-fold oscillations are reported. Complex time
series of the left and the right vocal-fold vibrations are extracted from digital high-speed image
sequences separately. The dynamics of the corresponding high-speed glottograms reveals transitions
between low-dimensional attractors such as subharmonic and quasiperiodic oscillations. The
spectral components of either oscillation are given by positive linear combinations of two
fundamental frequencies. Their ratio is determined from the high-speed sequences and is used as a
parameter of laryngeal asymmetry in model calculations. The parameters of a simplified asymmetric
two-mass model of the larynx are preset by using experimental data. Its bifurcation structure is
explored in order to fit simulations to the observed time series. Appropriate parameter settings allow
the reproduction of time series and differentiated amplitude contours with quantitative agreement. In
particular, several phase-locked episodes ranging from 4:5 to 2:3 rhythms are generated realistically
with the model. ©2000 Acoustical Society of America.@S0001-4966~00!02711-9#
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I. INTRODUCTION

Irregularities in vocalization signals reveal the dynami-
cal complexity of the vocal organs in humans, mammals, and
birds ~Nowicki and Capranica, 1986; Herzel, 1996; Fee
et al., 1998; Mergellet al., 1999; Wildenet al., 1998!. Ir-
regular vocal-fold vibrations are mostly perceived as a rough
voice sound. They are observed in newborn cries~Sirviö and
Michelsson, 1976; Mendeet al., 1990!, noncry vocalizations
of infants~Robb and Saxman, 1988!, Russian lament~Mazo
et al., 1995!, normal conversational speech~Dolansky and
Tjernlund, 1968; Kohler, 1996!, and especially in patients
with vocal-fold lesions, paralysis, and other voice disorders
~Herzel et al., 1995!. Vocal instabilities can be induced ei-
ther by dysfunctions of the neural control or by pathological
changes of the mechanical properties intrinsic to larynx
~Titze, 1994!.

There are strong indications that many vocal instabilities
are manifestations of bifurcations and low-dimensional at-
tractors of the highly nonlinear voice source. Indeed, subhar-
monics and the coexistence of two fundamental frequencies
~biphonation! have been found in biomechanical simulations
of the vocal-fold vibrations~Ishizaka and Isshiki, 1976; Is-
shiki et al., 1977; Wonget al., 1991; Smithet al., 1992;
Steinecke and Herzel, 1995!. In all reports, different modifi-
cations of the two-mass model developed by Ishizaka and

Flanagan~1972! have been used in order to examine the
cause and effect relationships between variations of crucial
model parameters and vibratory patterns of the vocal cords.
Asymmetric vocal-fold tension, resting glottal gap, and sub-
glottal pressure have been generally pointed out to be the
central parameters causing irregular vocal-fold oscillations.

So far, however, no quantitative comparison of observa-
tions and model simulations of irregular vocal-fold dynamics
has been made. One important focus of this study is the
conceptualization of the quantitative description of vocal ir-
regularities. For that purpose, we combine digital high-speed
cinematography and biomechanical modeling. We provide
evidence that vocal irregularities can be manifestations of
sudden dynamical transitions~bifurcations! which are in-
duced by failing neural control of an injured larynx.

II. HIGH-SPEED OBSERVATION AND PARAMETER
EXTRACTION

The examined subject is a 23-year-old woman with a
complicated injury of the laryngeal branches of the vagus
nerve. The complete adduction process and the activities of
the ventricular folds were both recorded with the high-speed
camera. Visual assessment by an expert provides indications
for a complete paralysis of the left superior laryngeal nerve.
The left ventricular fold is immobile, whereas the opposite
ventricular fold shows a compensatory hyperfunction. The
inferior laryngeal nerve appears to be partially injured, since
only the rotation and the forward rocking of the vocal pro-
cesses toward the glottal midline are affected. That means

a!Electronic mail: mergell@med.siemens.de
b!Electronic mail: herzel@itb.biologie.hu-berlin.de
c!Electronic mail: titze@shc.uiowa.edu

2996 2996J. Acoust. Soc. Am. 108 (6), December 2000 0001-4966/2000/108(6)/2996/7/$17.00 © 2000 Acoustical Society of America



that no sliding motion on the cricoidarytenoid joint could be
observed in the high-speed video. This might be due to a
dysfunction of the lateral cricoarytenoid and interarytenoid
muscles. In contrast, the narrowing of the vocal folds by
drawing the arytenoid cartilages forward due to the thy-
roarytenoid muscle action was possible. An objective diag-
nosis of the muscle functions using electromyographic re-
cordings of the laryngeal muscles has not been made.

We use the high-speed camera system CAMSYS1128
described earlier by Blosset al. ~1993!. The high-speed im-
age sequences are recorded at a sampling rate of 3704
frames/s. A data reduction and pattern recognition algorithm
is applied in order to obtain the time series of the vocal-fold
oscillations~see Fig. 1!. The first step is to extract one single
horizontal scan line from each frame intersecting the vocal
folds at half vocal-fold length. The resulting gray-scale array
~kymogram! visualizes the change of the distance from one
to the other vocal fold during phonation. By means of a
subsequent binary segmentation, the space between the vocal
folds, i.e., the glottis~black coded! is raised from the glottal
environment~white coded!. The upper and lower separation
lines between black and white regions correspond to the left
and right vocal-fold vibrations. We call the extracted time
series high-speed glottograms~HGG!, according to Witten-
berget al. ~1995! and Eysholdtet al. ~1996!. The oscillation
episode which is shown in Fig. 1 is characterized by a 2:3
phase-locking as it can be detected by counting the number
of oscillation maxima of each vocal fold. Such an irregular
oscillation pattern is typical for laryngeal paralyses~Herzel

et al., 1995!. More details of the dynamics during the com-
plete sample length emerge from the spectrograms of the left
and the right vocal-fold oscillations~Fig. 2!. Obviously, the
fundamental frequency of the paralyzed vocal fold is detuned
with respect to the fundamental frequency of the healthy vo-
cal fold due to a different degree of muscle tonus. As a direct
consequence of the asymmetric vocal-fold tensions, the spec-
tra reveal the coexistence of two fundamental frequencies
f left and f right . The frequency of the right vocal fold de-
creases monotonously from about 275 to 220 Hz, indicating
a release of vocal-fold tension. In contrast, the frequency of
the paralyzed vocal foldf left varies slowly around 325 Hz.
This indicates a higher tonus of the paralyzed vocal fold,
which is untypical. Since the left vocal fold exhibits no at-
rophy, one might speculate that reinnervation is the reason
for a permanent neural stimulation of the thyroarytenoid
muscle which cannot be controlled voluntarily. The fine
structure of the short-time spectra shows frequency compo-
nents at positive linear combinations of the fundamental fre-
quencies, i.e., atf mn5um fleft1n f rightu, wherem,nP...22,
21,0,1,2... . These spectra are related to toroidal or quasip-
eriodic and entrained oscillations as found in many dynami-
cal systems~Glass and Mackey, 1988; Berge´ et al., 1984!.
The laryngeal asymmetry can be parametrized by the coeffi-
cient Q, which is the ratio of the lower and the higher fun-
damental frequency. Consequently,Q51 for symmetric
conditions;Q,1 for asymmetric conditions. In cases where
Q is close to a rational number~e.g., 1/2, 2/3, etc.! one ob-
tains a discrete spectrum indicating entrainment or phase
locking (f mn are clearly separated!. Consider as an example
the 2:3 entrainment at about 2 s in Fig. 2 with a stack of
frequency components at multiples off left2 f right . An irratio-
nal value ofQ produces toroidal oscillations or biphonation
with two incommensurate fundamental frequenciesf left and
f right . The nonstationarity of the measured time series origi-
nates mainly from the time-varying asymmetry coefficient.
The time dependence can be expressed with a good accuracy
by an exponential decay formula yielding an asymmetry co-
efficient which decreases from about 0.82 to 0.64. This sug-

FIG. 1. Image processing and data reduction. The analyzed digital high-
speed video has been recorded with the CAMSYS1128 camera system at an
image rate of 3704/s. The first step of image processing is the extraction of
subsequent image scan lines from the high-speed video sequence. The
method is shown on the left side of the figure. The resulting gray-scale array
~kymogram, top right! visualizes the trajectories of the midglottal edge
points of the left and the right vocal folds. The second step is the binary
segmentation of the kymogram. For that purpose, the gray-scale histogram
is analyzed in order to detect the glottal components and to determine the
corresponding gray-scale threshold. Above this threshold all pixels are
coded white; below it all pixels are coded black as can be seen on the
middle-right bitmap. The last step is the detection of the black–white
boundary which corresponds to the oscillation amplitudes of the vocal folds.
As final results one obtains the high-speed glottograms shown in the lower-
right diagram. The oscillation pattern of this phonation episode exhibits a
2:3 phase locking. The algorithm for data reduction is a simplified and
modified version of the kymographic image processing proposed by Witten-
berg ~1998!.

FIG. 2. Spectrograms of nonstationary asymmetric HGG. The spectrograms
show subsequent short-time spectra of signal segments. The spectral ampli-
tude is encoded using a gray scale. In this way the temporal evolution of
spectral components can be visualized. Left graph: Spectrogram of the ob-
served left vocal-fold oscillation. Right graph: Spectrogram of the observed
right vocal-fold oscillation. At a certain point in time, the peak positions of
the spectral components can be found at positive linear combinations of the
two fundamental frequenciesf left and f right .
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gests that there are several regions of phase locking, e.g., 4:5,
3:4, and 2:3. We used the following fitting formula in order
to determineQexp from the HGG

Qexp~ t !5
f right~ t !

f left~ t !
5a~11be2t/t!,

a50.64, b50.28, t50.98 s, ~1!

wherea, b, and t are fitting parameters. The choice of the
fitting formula depends on the variations of the fundamental
frequencies. Since these variations are related to muscle ac-
tivities and tissue properties, adequate fitting formulas are
combinations of linear and exponential functions~Alipour-
Haghighi and Titze, 1991; Titze, 1996!. The fundamental
frequenciesf left and f right are determined in three steps. First,
the HGG are filtered using a finite impulse response~FIR!
filter with a Hamming window and a passband ranging from
30 to 800 Hz in order to remove higher-order harmonics due
to vocal-fold contact and low-frequency contamination aris-
ing from movements of the endoscope relative to the larynx.
The lower cutoff frequency is chosen to be halfway from the
lowest difference frequencyf left2 f right'50 Hz and the maxi-
mum tremor frequency~about 16 Hz! of the tremor fre-
quency band as it was determined by Riviereet al. ~1998!.
Second, we use a peak picking algorithm with quadratic in-
terpolation to determine the time intervals between succes-
sive oscillation maxima from the resulting smoothed oscilla-
tion curves. The algorithm is adopted from Titzeet al.
~1987!. Finally, the inverse of these time intervals is taken as
the corresponding fundamental frequency. The ratio of these
fundamental frequencies serves as the database for the non-
linear curve fit.

A. Modeling

The experimentally measured asymmetry is the key for
appropriate biomechanical modeling. For that purpose, we
use a model which originates from a work by Ishizaka and
Flanagan~1972!. It has been simplified by Steinecke and
Herzel~1995! in order to focus on the essential features caus-
ing bifurcations of the vocal-fold dynamics. We choose this
model because it represents a good compromise between
physiological completeness and computational costs. More-
over, its mathematical structure and its bifurcation behavior
is well analyzed. Each vocal fold is represented by two
coupled oscillators. The driving Bernoulli force which is in-
fluenced by the lung or subglottal pressure and the time-
varying glottal geometry induces self-sustained oscillations.
The corresponding differential equations and the default pa-
rameter settings are given in the Appendix and in Table I.
For a detailed discussion of the rationales of the model de-

sign, we refer to the original work by Steinecke and Herzel
~1995!. Starting from the standard parameter set in Table I,
several parameter changes are required to adjust the standard
model to the specific patient. For the tuning of the fundamen-
tal frequencies to the experimental values the scaling laws
mi→mi /q andki→qki with q52.6 are used for both vocal
folds, wheremi are the model masses andki are the stiffness
parameters. The glottal rest areas are estimated roughly from
the high-speed sequence by determing the ratio of the length
and the average vocal-fold distance in pixels, which is ap-
proximately 20:1. Consequently, the glottal rest areas are
increased a0i50.1'0.07l with the standard vocal-fold
length l 51.4 and a vocal-fold distance of about 0.07. More-
over, it is necessary to decrease the damping ratiosr i

50.005 for reproducing the observed oscillation patterns.
Laryngeal asymmetry is imposed by using the relations

mil 5mi , kil 5ki ,
~2!

mir 5mi /Q, kir 5Qki .

The subglottal pressure, which could not be measured
with our equipment, controls the energy supply of the vocal-
fold oscillations and the left–right coupling mediated by the
induced airflow. Hence, we have to scan the model dynamics
in the Q–Ps plane in order to detect regions which corre-
spond to the observed vocal-fold oscillations. For that pur-
pose, time series are generated by varying the asymmetry
coefficient and the subglottal pressure systematically. After a
transient time of 800 ms, the oscillation maxima are deter-
mined by applying a peak picking algorithm with quadratic
interpolation~Titze et al., 1987!. The oscillation maxima of
one of the model massesml1 at the corresponding (Q,Ps)
coordinate is plotted. The result is aroughness mapprovid-
ing a good overview of the domains where normal and
pathological vocal-fold vibrations can be found~compare
Fig. 3!.

Within the aphonia domain the subglottal pressure is not
sufficient to cause self-sustained oscillations. At the bound-
ary between the regions of aphonia and normal phonation a
so-called Hopf bifurcation occurs~a transition from damped
to self-sustained oscillations!. This bifurcation is closely re-
lated to the phonation onset~Mergell et al., 1998; Lucero,
1999!. For Q,0.8 and Ps.9 cm H2O, bifurcations from
normal to irregular oscillations occur. Within the instability
region Arnold tongues~entrainment! appear at rationalQ
~e.g.,Q52/3, Q53/4) values indicated by a smaller number
of oscillation maxima.

After analyzing the dynamical behavior within physi-
ologically relevant parameter regions, the next step is to
combine the experimental findings with the model equations

TABLE I. Standard parameters in the symmetric simplified two-mass model for the simulation of normal
phonation~Steinecke and Herzel, 1995!.

m1 m2 k1 k2 kc r 1 r 2 c1

0.125 0.025 0.08 0.008 0.025 0.02 0.02 3k1

c2 a01 a02 d1 d2 l r Ps

3k2 0.05 0.05 0.25 0.05 1.4 0.001 13 0.008
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in order to fit the simulated time series to the HGG. In the
instability regions of theQ–Ps plane, tori ~occurrence of
two incommensurate frequencies! are clearly developed, e.g.,
aroundPs'16 cm H2O. Along that pressure level, which is
comparable to the upper pressure limit of the voice-range
profile of a female around 350 Hz~Titze, 1994!, one finds in
the Q–Ps plane narrow windows with phase locking and
adjacent tori within the asymmetry range ofQexp(t). For that
reason, we use the simulation path atPs516 cm H2O as
indicated in Fig. 3 in order to fit the time series of the model
to the nonstationary asymmetric HGG.

III. COMPARISON AND RESULTS

An overview of the various nonlinear phenomena occur-
ring in the recorded high-speed video sequence can be ob-
tained from differentiated amplitude contours of the vocal-
fold oscillations ~Fig. 4!. For direct comparison, these
diagrams show the differences of subsequent oscillation
maxima of the filtered HGG and of the simulated time series
plotted over time. The amplitudes are normalized with the
maximum value during examination time. Obviously, the
characteristic features of the experimental data can be well
described by the model simulations. The structural similarity
of the differentiated amplitude contours is most evident in
the regions where phase locking appears. In these time inter-
vals the right–left comparison of the number of contour
branches clearly exhibits a 4:5 relation between 0.2 and 0.3 s
(Q'4/5), a 3:4 relation between 0.6 and 0.7 s (Q'3/4), a
5:7 relation between 1.0 and 1.1 s (Q'5/7), and a 2:3 rela-
tion between 2.1 and 2.2 s (Q'2/3), which are more pro-

nounced in the model contours. However, the model data
guide the eyes to episodes of phase locking, as can be veri-
fied by zooming into the corresponding time intervals of the
HGG. We show in Figs. 4~b!–~e! several phase-locked oscil-
lation cycles for direct comparison of the experimental and
simulated time series. The corresponding oscillatory patterns
are very similar to each other. Although the observed vocal-
fold oscillations are nonstationary and irregular, the simpli-
fied two-mass model allows one to reproduce their temporal
characteristics apart from small deviations of phase and
modulation amplitude adequately.

IV. DISCUSSION AND CONCLUSIONS

One important focus of this study is the conceptualiza-
tion of the quantitative description of vocal instabilities due
to laryngeal paralyses by means of biomechanical modeling.
Although it is a single case study, the presented method has
general character. The observed vocal-fold oscillations are
representative for the class of pathologies characterized by
laryngeal asymmetry without morphological changes, in-
creased glottal rest area, and abnormally increased subglottal
pressure, i.e., many forms of laryngeal paralyses~Woodson,
1993b, 1993a; Colton and Woo, 1995!.

Earlier studies devoted to asymmetric vocal-fold models
~Ishizaka and Isshiki, 1976; Smithet al., 1992; Wonget al.,
1991! were restricted to simulations at a few parameter val-
ues or at one-parameter variations with a rough step size and
to stationary vocal-fold vibrations. Later, Steinecke and Her-
zel ~1995! studied the complex bifurcation scenarios by
means of systematic two-parameter variations. Their method
of detection and classification of instabilities in the resulting
two-dimensional bifurcation diagrams in terms of the associ-
ated attractors was still lacking direct experimental compari-
son at that time. In the present study, the groundwork for
modeling complex vibratory patterns is made along the same
lines. Moreover, the described concept allows for nonstation-
ary vocal-fold oscillations which are typical for many voice
disorders.

Additional considerations were required for the fine ad-
justment of the model, i.e., the determination of the time
dependence of the asymmetry coefficient and of the param-
eter deviations from the standard set. The crucial informa-
tion, however, can only be obtained by high-speed examina-
tion of each vocal fold since the spectral contributions of the
left and the right vocal-fold oscillations cannot be separated
by stroboscopy, acoustic analysis, or electro-glottography
~EGG!. Here, our understanding of the term high-speed ex-
amination is a measurement of time series of at least one
point of each vocal fold with a sampling frequency which is
considerably higher than the fundamental frequency of the
vocal-fold oscillations, e.g., high-speed glottography~Eysh-
oldt et al., 1996! and videokymography~Svec and Schutte,
1995!. At present, the combined application of high-speed
glottography, image processing, signal analysis, and biome-
chanical modeling is the most efficient way to give a quan-
titative diagnosis of voice disorder by means of the model
parameter set. However, several parameters still have to be
estimated~e.g.,Ps , r i). Their number and range is limited,
and therefore the fitting of the simulated time series to HGG

FIG. 3. The dynamic behavior of the simplified two-mass model is explored
in thePs–Q plane, which can be subdivided into three regions. In the region
of ‘‘aphonia,’’ phonation cannot set in since the subglottal pressure is below
thresholdPs,5 cm H2O. This region is separated from the region of ‘‘nor-
mal’’ phonation by the Hopf bifurcation line. Normal phonation is charac-
terized by one single maximum during one period. Another bifurcation line
separates the region of different ‘‘irregular’’ phonation patterns~typically
more than one single oscillation maximum per period! from the region of
normal phonation. Within the instability region, phase-locked oscillations
occur at rational values ofQ5$2/3,3/4,...% indicated by a smaller number of
maxima during one period. The thick line corresponds to the simulation path
used for matching the time series of the model to the HGG (Ps516 cm
H2O, Q5Qexp).
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can be done without too much ambiguity. In the future, ex-
perimental data of myoelastic properties or other examina-
tion methods might be combined to get more fitting con-
straints.

In the literature, several extensions of the two-mass
model have been proposed with the aim to obtain more real-
istic simulations of laryngeal asymmetries than with compet-
ing modifications~Ishizaka and Isshiki, 1976; Isshikiet al.,

FIG. 4. ~a! Differentiated amplitude contours of the nonstationary left~black! and right~gray! asymmetric vocal-fold oscillations. Prior to peak detection the
observed vocal-fold oscillations have been filtered using a bandpass FIR filter~passband 30–800 Hz! in order to remove higher-order harmonics due to
vocal-fold contact and low-frequency contamination arising from movements of the endoscope relative to the larynx. On the ordinates the differences of
subsequent oscillation maxima are plotted~HGG: filled circles; simulations: unfilled circles!. The subsequent maxima are extracted by using a peak picking
algorithm with quadratic interpolation. Since the amplitudes of the experimental and the simulated data are of the same order of magnitude, the time series
have been divided by their maximum values, i.e., about 1 mm. Hence, amplitude values are plotted with arbitrary units~a.u.!. ~b! Several periods of the
simulated time series~thin lines! and the filtered HGG~thick lines! showing 4:5 phase locking. This episode is highlighted by corresponding markers in the
differentiated amplitude scatter plots. The subsequent oscillation periods are indicated by filled black circles.~c! Several periods of the simulated time series
~thin lines! and the filtered HGG~thick lines! showing 3:4 phase locking. This episode is highlighted by corresponding markers in the differentiated amplitude
scatter plots.~d! Several periods of the simulated time series~thin lines! and the filtered HGG~thick lines! showing 5:7 phase locking. This episode is
highlighted by corresponding markers in the differentiated amplitude scatter plots.~e! Several periods of the simulated time series~thin lines! and the filtered
HGG ~thick lines! showing 2:3 phase locking. This episode is highlighted by corresponding markers in the differentiated amplitude scatter plots.
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1977; Wonget al., 1991; Smithet al., 1992!. The simplified
asymmetric two-mass model used in the present work en-
compasses the minimum number of degrees of freedom and
of parameters in comparison with other versions. According
to the findings presented in this section, however, it allows
the reconstruction of very complex laryngeal mechanisms
with high accuracy.

The presented case study raises many interesting ques-
tions which could not be answered by conventional diagnos-
tic handling. The pretherapeutic findings point to the fact that
the patient was not able to compensate the laryngeal dys-
functions due to the paralysis. In most cases, the paralyzed
vocal fold is flaccid and shows atrophy after degeneration
~Titze, 1994!. High-speed analysis before therapy revealed in
our case that the tension of the nonparalyzed vocal fold was
a considerable fractionQexp lower than the tension of the
paralyzed left vocal fold, which is untypical. Certainly, theo-
ries relating glottal configurations to diverse impairments of
the laryngeal nerve are controversially discussed~Woodson,
1993b, 1993a!. However, in some cases, motion analysis of
the vocal-fold oscillations, of the adduction and abduction
processes might provide sufficient information to make a
valuable diagnosis without using an invasive method, i.e.,
electromyography. After voice training, the compensation
mechanisms showed an effect again. The high-speed exami-
nation after voice training reveals that the right ventricular
fold is moved towards the glottal midline in order to enforce
a higher degree of adduction~less glottal area at rest! and the
muscle tonus of the right healthy vocal fold approaches the

tonus of the left vocal fold. As a consequence, the vocal-fold
oscillations can be synchronizedQexp51 ~symmetry! and
therefore, normal vocal-fold vibrations can be produced
again.

It has been demonstrated that the analyzed voice disor-
der can be classified by instability regions in thePs–Q plane
being a subset of the whole parameter space. One might
speculate that once a laryngeal configuration is changed
pathologically, the central nervous system is temporarily not
able to handle the anomalous position in the parameter
space. During voice training, compensatory strategies are
learned which may help to find the way out of the instability
regions. If the laryngeal injury cannot be compensated, ad-
equate phonosurgery might be indicated for readjusting the
crucial parameters. Certainly, more research is necessary to
verify these hypotheses.
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APPENDIX

The dynamical system describing the motion of the
model masses can be written as follows@according to Stei-
necke and Herzel~1995!#:

d

dt S x1a

v1a

x2a

v2a

D 5S 0 1 0 0

2S k1a1kca

m1a
D 2

r 1a

m1a

kca

m1a
0

0 0 0 1

kca

m2a
0 2S k2a1kca

m2a
D 2

r 2a

m2a

D S x1a

v1a

x2a

v2a

D 1S 0

I 1a~x1a!1
1

m1a
F1~x1a ,x2a!

0
I 2a~x2a!

D , ~A1!

wherexia are the oscillation amplitudes andv ia are the cor-
responding velocities. The indices (i ,a) distinguish~upper/
lower! and ~left/right! mass pairs. The matrix comprises the
myoelastic information of the vocal folds and the 4-vector
adds the nonlinearities to the model, i.e., the driving Ber-
noulli force and the contact forces. The parameter set has
three subsets:

~1! Parameters defining the glottal geometry at rest, i.e.,
vocal-fold length l, the vertical depths of the model
massesdi , and the glottal rest areasa0ia5 lx0ia at the
level of the corresponding mass pair;

~2! Parameters specifying the tissue properties, i.e., masses
mia , stiffness coefficientskia , the coupling coefficients
kca , and damping coefficientsr ia ; and

~3! Parameters specifying the aerodynamics of the model,

i.e., the air density at body temperature and correspond-
ing humidity r and the subglottal pressurePs .

The collision contribution which acts as an additional
restoring force when the vocal folds make contact reads

I ia~xia!52Q~2ai !
cia

mia

ai

2l
, ~A2!

whereQ(x)51 for x.0 andQ(x)50 for x,0 andcia are
additional stiffness coefficients.ai5a0i1 l (xil 1xir )5ail

1air with a0i5a0i l 1a0ir denotes the instantaneous glottal
area. Nonlinearities of the elastic forces have been neglected.

For the derivation of the driving forcesFi , constant
subglottal pressure and atmospheric pressure above the glot-
tis is assumed, i.e., the effect of the vocal tract is neglected in
a first approximation or the vocal-tract input pressurePT
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50. We assume that an air jet separates at the point of mini-
mum areaamin , inducing an immediate pressure drop to
zero. Consequently, in the simplified model without any ex-
tensions the driving force of the upper mass,F2 is identically
zero for all glottal configurations. Moreover, quasilaminar
flow throughout the glottis is assumed, which is a reasonable
approximation according to numerical calculations by Liljen-
crants~1991!.

F15 ld1P1 is the force exerted by the pressureP1 on the
lower portion of the vocal folds. The corresponding pressure
P1 can be obtained from the Bernoulli law

Ps5
r

2 S U

amin
D 2

5P11
r

2 S U

a1
D 2

. ~A3!

Here,U denotes the glottal volume flow. Using

U5A2Ps

r
aminQ~amin!, ~A4!

one obtains

P15PsF12Q~amin!S amin

a1
D 2GQ~a1!. ~A5!

In contrast to the model by Ishizaka and Flanagan~1972!, the
aerodynamic pressure is set to zero for a closed glottis since
a pressure equilibrium is assumed at vocal-fold contact. This
assumption is a consequence of the chosen glottal geometry.
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A finite-element model of vocal-fold vibration
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A finite-element model of the vocal fold is developed from basic laws of continuum mechanics to
obtain the oscillatory characteristics of the vocal folds. The model is capable of accommodating
inhomogeneous, anisotropic material properties and irregular geometry of the boundaries. It has
provisions for asymmetry across the midplane, both from the geometric and tension point of view,
which enables one to simulate certain kinds of voice disorders due to vocal-fold paralysis. It
employs the measured viscoelastic properties of the vocal-fold tissues. The detailed construction of
the matrix differential equations of motion is presented followed by the solution scheme. Finally,
typical results are presented and validated using an eigenvalue method and a commercial
finite-element package~ABAQUS!. © 2000 Acoustical Society of America.
@S0001-4966~00!05112-2#

PACS numbers: 43.70.Bk@AL #

I. INTRODUCTION

In the last decade, speech science has benefited from
new experimental data on the mechanical properties of hu-
man and animal tissues. In parallel, mathematical methods
have advanced for highly efficient computer simulations of
many dynamical systems. Because of the complexity of
many of these systems, computer simulation becomes the
only viable tool for solution. With any model of a physical or
physiological process, there is always a tradeoff between
simplicity and completeness. The model should be simple
enough to be useful in conceptualization and prediction, but
also complete enough to represent the process accurately.

This certainly applies to vocal-fold models. Early one-
and two-mass models~Flanagan and Landgraf, 1968; Ish-
izaka and Flanagan, 1972! were simple enough to be de-
scribed in a few pages of print. They were elegant in that
they helped conceptualize the interaction between airflow
and tissue movement to produce self-oscillation. But, there is
considerable doubt that they represented the geometry and
the viscoelastic properties of the vocal folds adequately to
investigate voice disorders or special vocal qualities. For
such purposes, continuum models of the vocal folds have
been developed.

Assuming a linear constitutive relation for vocal-fold tis-
sues, early continuum models investigated the vocal-fold
resonance structure~Titze and Strong, 1975; Titze, 1976!.
While such models reported laryngeal eigenmodes and
eigenfrequencies, the results were later shown to be inaccu-
rate because improper boundary conditions were applied. In
a more recent report~Berry and Titze, 1996!, new eigenfre-
quencies and eigenmodes were computed using an analytical
approximation technique known as the Ritz method~Hueb-
ner, 1975!. Significantly, these latter results converged with
in vivo studies on human subjects~Švec et al., in press! in
their description of the composite resonance of the vocal
folds ~Berry, submitted!.

However, none of the aforementioned studies provided a
complete solution to vocal-fold self-oscillation and the ana-
lytical techniques were generally limited to simple brick-
shaped geometries. Also, eigenvalue studies were conducted
in the absence of aerodynamic forces.

In order to consider more realistic geometries~boundary
conditions!, simulate the layered structure of the vocal folds,
and include aerodynamic forces, a continuum model that
solves the equations of motion is needed. Since these equa-
tions are time dependent and nonlinear partial differential
equations, a finite-element model has been developed and
presented in this paper. The computer code has been tested
and refined in the last 16 years in our lab~Alipour and Titze,
1985a; 1988; 1996! and some typical results and validation
cases will be presented later.

II. CONTINUUM MECHANICS OF VOCAL FOLDS

The finite-element method~FEM! to be developed here
is based on the continuum mechanics, because the field vari-
able that is solved for~here, the displacement vector! is con-
tinuously distributed through each element; as the size of the
elements becomes smaller, the solution approaches an ana-
lytic solution. An advantage of the FEM is the ability to
handle complex boundaries and driving forces. Before the
continuum model of vocal-fold vibration is formulated, a few
assumptions are stated that help to simplify the job without
sacrificing the accuracy. These follow.

~1! The vibration causes small deformations~linear elastic-
ity!.

~2! The vibration takes place in a single plane only.
~3! The tissue layers of the vocal fold are either isotropic or

transversally isotropic~with the plane of isotropy being
perpendicular to the tissue fibers!. This assumption is
based on measured mechanical properties of the vocal-
fold tissues.

~4! The effect of grids motion during finite-element space
integration is neglected, assuming fixed control volume
for integration.

a!Author to whom correspondence should be addressed. Electronic mail:
alipour@shc.uiowa.edu
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The first assumption, which is the most crucial one, will
also be supported later by some experimental results. While
large deformations are expected in tissue deformations such
as tongue movement in speech~Wilhelms-Tricarico, 1995!
and the velum~Berry et al., 1999!, the time scale and ampli-
tudes of motion are smaller in the vocal folds. For nonlinear
static models~e.g., NASTRAN finite-element package devel-
oped by NASA!, large deformations can be obtained through
solution of small deformations iterated at intermediate steps.
The dynamic solution of vocal folds naturally has many in-
termediate steps that are required in the time integration
~about 100–200 per cycle!, which makes deformation of
each time step a small fraction of a millimeter. Dividing
these displacements by a characteristic length, such as vocal-
fold length, yields a very small strain that satisfies the small
deformation requirement in linear elasticity theory.

The second assumption, that of planar oscillatory mo-
tion, is based on observations of trajectories of vocal-fold
tissue~flesh points! during self-oscillation~Baer, 1981; Saito
et al., 1985!. In the coronal plane, the trajectories tend to be
ellipses, figures of eight, or more complicated figures. From
a superior aspect, however, the trajectories are basically
straight lines in the medial–lateral direction.

Finally, whenever fibers are present~as in the ligament
and the muscle!, their direction tends to be anterior–
posterior, which is called the longitudinal direction. Experi-
mental data have shown that vocal-fold tissues have stronger
stiffness in the longitudinal direction than in the transverse
direction ~Hirano et al., 1982!. The mechanical properties
across the fibers are similar in all directions.

Using our first assumption, a constitutive equation for
six stress and six strain components can be written as

s5@S#«, ~1!

wheres is the stress tensor,« is the strain tensor, and@S# is
a stiffness matrix. This is basically Hooke’s law and corre-
sponds to the proportionality between displacement and re-
storing force in a one-dimensional spring. In linear elasticity
theory, @S# is a 636 symmetric matrix, having 21 indepen-
dent elastic constants in the most general case~18 plus 3
extra along the diagonal!. But, for transverse isotropy, sev-
eral elastic constants are dependent on each other, and many
are zero. The total number of independent elastic constants
for transversely isotropic materials becomes five~Lekh-
nitskii, 1981!. These are the (E,n), Young’s modulus, and
Poisson’s ratio in the plane transverse to the fibers,
(E8,m8,n8), the Young’s modulus, shear modulus, and Pois-
son’s ratio along the longitudinal fiber axis. The shear modu-
lus in the transverse plane can be obtained from the relation

m5
E

2~11n!
. ~2!

The generalized Hooke’s law for the transversely isotropic
material becomes

«x5
1

E
~sx2nsz!2

n8

E8
sy ,

«z5
1

E
~sz2nsx!2

n8

E8
sy ,

«y52
n8

E8
~sx1sz!1

1

E8
sy , ~3!

gxy5
1

m8
txy , gyz5

1

m8
tyz , gzx5

1

m
tzx .

Using the second assumption of planar strain, a displacement
vector is defined as

c5u~x,y,z,t !i1w~x,y,z,t !k, ~4!

whereu andw are the lateral~x! and vertical~z! components
of the displacement vector, which will be the focus of the
finite-element formulation in this paper.1 Using linear elas-
ticity theory, the strain tensor is related to the displacement
vector as

« i j 5
1

2 S ]ui

]xj
1

]uj

]xi
D ~ i , j 5x,y,z!, ~5!

whereux5u, uy5v, uz5w, etc. The factor 1/2 facilitates
the representation of the strains in indicial notation. How-
ever, the shear strains from this equations are 1/2 of the shear
strains in Eq.~3!. By inverting the equations of~3!, solving
for stress components, and combining with Eq.~5!, one finds
the following relation between stress and displacement func-
tions:

sx5c1m
]u

]x
1c2m

]w

]z
,

sz5c2m
]u

]x
1c1m

]w

]z
,

txy5m8
]u

]y
, ~6!

tyz5m8
]w

]y
,

tzx5mS ]w

]x
1

]u

]zD ,

wherec1 andc2 are constants evaluated as

c15
2~a2n82!

a~12n!22n82 ,

c25
2~an2n82!

a~12n!22n82 , ~7!

a5
E8

E
.

III. FORMULATION OF THE DISPLACEMENT FIELD

The potential energy of the deformed vibrating con-
tinuum is

p5U2Wp , ~8!
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whereU is the strain energy calculated from energy density
as

U5EEE
cv

1

2
~sx«x1sz«z1txygxy1tyzgyz1tzxgzx!dv.

~9!

Wp is the virtual work defined as

Wp5EEE
cv

~Bxu1Bzw!dv1EE
A

~Txu1Tzw!dA, ~10!

where Bx and Bz are transverse components of the body
force ~inertia! and Tx and Tz are transverse components of
the surface forces~Ugural and Fenster, 1981!. When we dis-
cretize the continuum into the finite elements, the domain of
the integrations in Eqs.~9! and ~10! are the individual ele-
ments. To simplify the complexity of three-dimensional ge-
ometry, the vocal fold is divided intoM thin layers along its
length (M515), such that the foregoing planar strain ap-
proximations can be applied to each layer. If the layers are
thin enough, the displacement field does not change much
across the thickness of each layer and may be assumed uni-
form. With h as the thickness of a layer, the potential energy
becomes

p5
mh

2 EE
A

Fc1S ]u

]xD 2

1c1S ]w

]z D 2

12c2

]u

]x

]w

]z GdA

1
mh

2 EE
A

F]u

]z
1

]w

]x G2

dA

1hEE
A

rS u
]2u

]t2 1w
]2w

]t2 DdA2hE
s
~Txu1Tzw!ds.

~11!

A term that would normally appear as

J5m8F S ]u

]yD 2

1S ]w

]y D 2G ~12!

is dropped temporarily here due to the assumption of a uni-
form displacement field across the layer, but the effect of the
fiber tension between layers will be included later in the
external forces exerted on each layer. Formulation of the
vibration problem within each layer as a quasistatic system is
now carried out by minimization of the total potential energy
of the system via a variational principle~Zienkiewicz, 1977!.

IV. FINITE-ELEMENT DISCRETIZATION

The concept of a finite element is based on the ability to
interpolate the field variable within the element from the
field values at nodes of that element. Using this concept, the
integrations in Eq.~11! can be carried out easily. Using a
triangular plane element within each layer, the displacement
field can be written for each element as

u5(
i 51

3

Ni~x,z!Ui~y,t !,

~13!

w5(
i 51

3

Ni~x,z!Wi~y,t !,

whereUi is thex component of displacement vector at node
i of the element andWi is the correspondingz component.
The interpolation function~also called the shape function!
Ni(x,z), which can be selected as linear or higher order
polynomial, defines the shape of the displacement field for
each layer. The choice of higher order usually gives more
accurate results at the price of a heavier computational load.
In this version of the model, a linear shape function of the
form

Ni5
1

2A
~a i1b ix1g iz! ~14!

is used, whereA is the area of the element anda, b, g are
coefficients calculated from the nodal coordinates. The ad-
vantage of this linear shape function is that it makes the
many partial derivatives in Eq.~11! constants, allowing ana-
lytic evaluation of the integrations.

The equations of motion are obtained by setting the
variations of potential energy with respect to nodal displace-
ments to zero. Since Eq.~11! has nine terms, we can define
the potential energy of each element as

pe5 (
k51

9

I k . ~15!

Then, the variational principle gives

]pe

]Ui
5 (

k51

9
]I k

]Ui
50,

~16!
]pe

]Wi
5 (

k51

9
]I k

]Wi
50,

which yields six equations for the nodal displacementsUi

andWi . To carry out these operations with a series of inte-
grations and summations, we can benefit from the linearity
of the shape function that yields simple results upon partial
derivations, such as

]u

]x
5( Ui

]Ni

]x
5

1

2A ( b iUi ,

]w

]z
5( Wi

]Ni

]z
5

1

2A ( g iWi , ~17!

]2u

]t2 5( Ni

]2Ui

]t2 5( NiÜi ,

where the double overdots represent the second time deriva-
tive. Similar expressions are obtained for various derivatives
in Eq. ~11!. Substituting these expressions into~16! yields
six sets of equations for the displacement vectors at the el-
ement’s three nodes and the shape functions. However, once
the integrations are carried out over the elemental domain,
the equations will include only the nodal displacement vector
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and other constants. For example, the first integral yields

I 15
1

2
hc1mE E S ]u

]xD 2

dA

5
1

2
hc1m

1

4A2 EE
Ae

F( b iUi G2

dA,

~18!
]I 1

]Ui
5

1

2
hc1m

b i

2A (
k51

3

bkUk ,
]I 1

]Wi
50.

During these operations, one particular integral has specific
values that are evaluated analytically~see Huebner, 1975!

Si j 5EE
Ae

NiNj dA

5 1
6 for i 5 j , 5 1

12 for iÞ j . ~19!

This matrix will be used in the evaluation of some of those
integrals. Also, the last two integrals provide the forcing vec-
tor as

]I 8

]Ui
52hE TxNi ds52hFi

x ,

~20!
]I 9

]Wi
52hE TzNi ds52hFi

z .

Performing all nine integrations similar to~18! yields the
following set of equations:

c1mb i

4A (
k51

3

bkUk1
c2mb i

4A (
k51

3

gkWk1
mg i

4A (
k51

3

gkUk

1
mg i

4A (
k51

3

bkWk1rA(
k51

3

SikÜk5Fi
x , ~21!

and

c1mg i

4A (
k51

3

gkWk1
c2mg i

4A (
k51

3

bkUk1
mb i

4A (
k51

3

bkWk

1
mb i

4A (
k51

3

gkUk1rA(
k51

3

SikẄk5Fi
z . ~22!

The effects of viscous damping are included by replacingm
with m1h ]/]t ~h stands for viscosity! in the preceding
equations. This will add some additional terms containing
the first time derivative of displacement vector. The resulting
equations are six second-order differential equations for the
element nodal displacement vector that resemble the equa-
tion for a mass-spring oscillator.

V. STIFFNESS, DAMPING, AND MASS MATRICES

The equations of motion for the elements~21! and ~22!
can be cast into the elemental matrix differential equations.
Then, we can combine all these elemental matrices into glo-
bal matrices and solve them using appropriate initial and
boundary conditions. To facilitate formulation in matrix
form, some auxiliary vectors are defined as

$B%5@b1b2b3b1b2b3#T,
~23!

$G%5@g1g2g3g1g2g3#T.

These vectors are calculated from the element’s nodal coor-
dinates. By defining the nodal displacement vector as

$c%5@U1U2U3W1W2W3#T, ~24!

and the forcing vector as

$F%5@F1
xF2

xF3
xF1

zF2
zF3

z#T, ~25!

whereUi and Wi are x and z components of displacement
vector at nodei, Fx andFz are thex andz components of the
nodal force vector for the element, respectively. With these
definitions, a matrix equation of motion for the element is
obtained as

@M #$c̈%1@D#$ċ%1@K#$c%5$F%, ~26!

where @M# is mass matrix,@D# is the damping matrix, and
@K# is the stiffness matrix, all of dimension 636. Equating
first the terms of@K# $c% to the corresponding terms in Eqs.
~21! and~22!, we have the elements of the stiffness matrix as

Ki j 5
m

4A
~c1BiBj1GiGj ! i 51 to 3, j 51 to 3,

Ki j 5
m

4A
~c2BiGj1GiBj ! i 51 to 3, j 54 to 6,

~27!

Ki j 5
m

4A
~c2GiBj1BiGj ! i 54 to 6, j 51 to 3,

Ki j 5
m

4A
~c1GiGj1BiBj ! i 54 to 6, j 54 to 6,

whereA is the area of the element. Equating the terms of@D#
$c% to the corresponding terms in Eqs.~21! and~22!, we have
the elements of the damping matrix as

Di j 5
h

4A
~c1BiBj1GiGj ! i 51 to 3, j 51 to 3,

Di j 5
h

4A
~c2BiGj1GiBj ! i 51 to 3, j 54 to 6,

~28!

Di j 5
h

4A
~c2GiBj1BiGj ! i 54 to 6, j 51 to 3,

Di j 5
h

4A
~c1GiGj1BiBj ! i 54 to 6, j 54 to 6.

Finally, the elements of the mass matrix for a tissue density
of r are

Mi j 5rASi j for i , j 51 to 3,

Mi j 5rASi 23 j 23 for i , j 54 to 6,

Mi j 50 otherwise.

~29!

VI. NODAL FORCE VECTOR

The nodal force vector is the resultant of the transverse
force and the string force~effects of adjacent layers! acting
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on each element. When the transverse force is only the aero-
dynamic pressure force, with componentsPx and Pz , we
have

Fi
x5E PxNi ds

~30!

Fi
z5E PzNi ds.

The integration on each side~surface! of the element pro-
vides the contribution from that side to the nodal force vec-
tor. If we assume the pressure distribution on the surface is
linear, then the integration results in the expression in terms
of nodal pressure. Consider triangular elements with vertices
~nodes! numbered 1, 2, and 3 with their sides sharing the
number of opposing nodes. A nodal loading factorf i defines
the existence of the load on its opposite side as

f i51 if its opposite side has pressure load,

f i50 if not.

If a pressure load exists on any side, the load is assumed
linearly distributed on that side and can be evaluated at the
endpoint nodes of that side by balancing the force and mo-
ments. For example, the components of the pressure force at
node 1 in the element with nodal pressureP1, P2, andP3 at
the corresponding nodes are

F1
x5 f 2b2~2P11P3!/61 f 3b3~2P11P2!/6,

~31!
F1

z5 f 2g2~2P11P3!/61 f 3g3~2P11P2!/6.

The string~fiber! component acting on each element is
proportional to its area, longitudinal shear modulus, and the
slope of string or tissue fibers that pass through that element.
This force is the resistance of the adjacent layers to the mo-
tion of the element due to shear force. The components of
this force are calculated from the integration of termJ or Eq.
~12!, assuming derivatives are constant within each element
yielding

E
Ae

J dA5m8AF S ]u

]yD 2

1S ]w

]y D 2G . ~32!

Taking variations of Eq.~32! with respect toy derivatives
yields two additional terms that, when moved to the right-
hand side of Eqs.~21! and~22!, appear as string shear forces
below

Sx52m82A
]u

]y
,

~33!

Sz52m82A
]w

]y
,

where 2A is the total area~both sides! of the element in
contact with its adjacent layers.

Now that we have obtained a matrix differential equa-
tion that is equivalent to six second-order differential equa-
tions for each element, we need to combine all the equations
within each layer. The resulting global system of equations
includes all the nodes in the layer and, in the matrix form, is
similar to Eq.~26!, with the difference that the vectors have

twice as many elements as the number of nodes. The coeffi-
cient matrices are much larger and are obtained by assem-
bling the corresponding elemental matrices. The assembly
process can be performed by nodes or by elements. For ex-
ample, for assembly by elements, one needs to add the con-
tributions of every node of that element to the global matri-
ces. A similar assembly process is required for the global
force vector. The global matrices are banded symmetric ma-
trices, where the bandwidth is dependent upon the node
numbering which should be arranged to minimize the band-
width for computational speed and to reduce memory re-
quirement~Zienkiewicz, 1977!.

VII. TIME INTEGRATION

The finite-element method yields a solution of the spa-
tial problem, but leaves a second-order matrix differential
equation in time. Solution of this equation can be obtained
by a finite difference scheme, marching along with a specific
time step from a known initial condition. For ease of nota-
tion, we drop the vector and matrix brackets from the global
equation and write it as

M c̈1Dċ1Kc5F. ~34!

Using a central difference approximation, we can write

ċ5
cn112cn21

2Dt
1O~Dt !2,

~35!

c̈5
cn1122cn1cn21

~Dt !2 1O~Dt !2,

where the index refers to the vector evaluated at that time
step. The stiffness force is replaced by its average at time
steps ofn andn11 for stability of the system, i.e.,

Kc5K
cn1cn11

2
. ~36!

Substitution of this term into Eq.~34! yields

@M10.5~Dt !D10.5~Dt !2K#cn11

5~Dt !2Fn2@0.5~Dt !2K22M #cn

2@M20.5~Dt !D#cn21 . ~37!

The displacement vectorcn11 is calculated from the two
previous time-step vectorscn andcn21 . Having two initial
conditions, namelyc0 and ċ0 , will enable one to find the
displacement vector at any time by using the above recursive
relation. The computation across layers is serial rather than
simultaneous at this time, which may have some effects on
the string force calculations. This can be remedied in the
future refinement through three-dimensional modeling of the
vocal folds and parallel processing of the computation. Since
the purpose of finite-element solution of vocal fold is to
simulate speech production, a model of airflow and acoustic
model of wave propagation in the vocal tract is used in the
following sections, but details are not discussed here and are
beyond the purpose and scope of this article. Interested read-
ers may refer to Alipour and Scherer~in press! and Lai and
Alipour ~submitted! or similar publications for further de-
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tails. At every time step~50 microseconds!, the global ma-
trices are first calculated; then, the pressure distribution from
the airflow is obtained and used to calculate the forcing vec-
tor. Once the solution is found for the displacement of left
and right vocal folds, the boundary conditions are enforced
by looking at the nodal degrees of freedom. The nodes that
are stationary or fixed are excluded from the solution scheme
after assembly process. When vocal folds touch each other,
the contact nodes lose one degree of freedom. Finally, the
nodal coordinates are updated for that time step.

VIII. VALIDATION AND TYPICAL RESULTS

Fortunately, many aspects of the proposed finite-element
model may be validated by comparing its results with stan-
dard FEM packages. As an example, Berry and Titze~1996!
calculated the normal modes of a continuum model of vocal-
fold tissues. They also duplicated their analytic calculations
usingABAQUS, a commercial, nonlinear finite-element pack-
age. In a similar manner, the current FEM model is validated
by comparing its output with eigenvalue solutions obtained
from ABAQUS.

Although the eigenmodes and eigenfrequencies from
ABAQUS do not provide solutions identical to those obtained
from a self-oscillating model~because self-oscillation is a
nonlinear process!, the results from the two models should
be comparable qualitatively. Because experimentalin vivo

observations have demonstrated that vocal-fold resonance
frequencies correlate well with the corresponding phonation
frequency~Kanekoet al., 1986!, the self-oscillating modes
are not driven far from the natural modes. In addition, the
empirical eigenfunctions extracted from self-oscillating
vocal-fold models have been shown to correspond to the
eigenmodes calculated from linearized versions of the mod-
els, which ignore the influence of glottal airflow and colli-
sion ~Berry et al., 1994; Berry and Titze, 1996!. In these
studies, the correspondence between eigenmodes and empiri-
cal eigenfunctions was noted both in terms of modal shape
and frequency of oscillation.

To facilitate comparison of the two calculations, the
same nodal coordinates and finite-element mesh that were
utilized in our self-oscillating FEM model were used to cre-
ate a finite-element mesh inABAQUS. Figure 1 shows the
finite-element mesh pattern that was used for each layer.
More discussion on the vocal-fold geometry and input pa-
rameters will be given later, along with some typical wave-
form results. Although the self-oscillating model was a
2D/3D hybrid to optimize speed of computation~i.e., using
the uniform layer assumption!, 3D elements were imple-
mented inABAQUS to compare our results with the output of
a complete 3D model, which tested the validity of our 2D/3D
hybrid technique. InABAQUS, standard 6-node, 3-D, linear
elements were utilized. Beyond the finite-element mesh,
elastic constants have been measured for various vocal-fold
tissues~Alipour and Titze, 1985b, 1991, 1999; Hiranoet al.,
1982; Min et al., 1995; Chan and Titze, 1999! and used in
the model, as indicated in Table I.

Using identical input parameters, eigenmodes and eigen-
frequencies were calculated inABAQUS, as shown in Fig. 2,
and empirical eigenfunctions were extracted from our self-
oscillating finite-element model, as shown in Fig. 3. The
eigenfrequencies for the three eigenmodes shown in Fig. 2
were ~a! 137 Hz; ~b! 165 Hz; and~c! 195 Hz, respectively.
The phonation frequency of our self-oscillating finite-

FIG. 1. The vocal-fold mesh in a coronal layer midway between anterior
and posterior extremes. The dark gray represents the vocal-fold body, light
gray represents the cover, and white region represents ligament. The vocal-
fold dimensions are defined by its depth D and thickness T at the posterior
end and its length L. The inferior and superior glottal half widths~X1 and
X2! define the glottal adduction.

TABLE I. Input parameters used in model.

Vocal folds static length, L 1.6 cm
Vocal folds depth, D 1.0 cm
Vocal folds thickness, T 0.45 cm
Inferior glottal width 0.06 cm
Superior glottal width 0.02 cm
Lung pressurePL 0.8 kPa
Longitudinal Poisson’s ratio for all tissue layers

(nb8 ,nc8 ,n l8)
0.0

Transverse Poisson’s ratio for all tissue layers (nb ,nc ,n l) 0.9
Longitudinal shear modulus of the body,mb8

a 12 kPa
Longitudinal shear modulus of the cover,mc8 10 kPa
Longitudinal shear modulus of the ligament,m l8 40 kPa
Transverse shear modulus of the body,mb 1.05 kPa
Transverse shear modulus of the cover,mc 0.53 kPa
Transverse shear modulus of the ligament,m l 0.87 kPa
Body viscosity,hb 6 poise
Cover viscosity,hc 3 poise
Ligament viscosity,h l 5 poise
Thyroarytenoid muscle activity 70%

aThis value accounts for the passive aspect of the shear modulus only. An
additional ‘‘active’’ shear modulus is added to this amount for the muscle
or body, as explained in Alipour and Scherer~in press!.
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element model was 147 Hz, and the two empirical eigen-
functions of Fig. 3 entrained at this frequency. In terms of
the previous experimental studies of Kanekoet al. ~1986!,
this is a believable result. It is also reasonable that the two
lowest eigenmodes would entrain in the vicinity of 150 Hz,
roughly the average between the two frequencies.

By itself, the eigenfunction shown in Fig. 3~a! captured
most of the oscillation pattern, describing 93% of the vari-
ance of the nodal trajectories. This eigenfunction showed a
reasonable correspondence with the first eigenmode, as
shown in Fig 2~a!. The eigenfunction in Fig. 3~b! described
an additional 5% of the variance, and showed a reasonable
correspondence with the third eigenmode, as shown in Fig.
2~c!. In addition, this eigenfunction captured some of the
wave-like motion along the medial surface that was mani-
fested in the second eigenmode, as shown in Fig. 2~b!. This
eigenfunction also captured some subtle higher-order effects
in the vibration pattern, as shown in the superior view of Fig.
3~b!, i.e., with three half-wavelengths appearing along the
medial edge of the anterior–posterior length of the folds.
Together, the two eigenfunctions explained 98% of the vari-
ance, which is comparable to results obtained from previous
finite-element investigations~Berry et al., 1994! and high-
speed imaging studies of excised larynges~Berry, submit-
ted!. Because the nonlinear effects of glottal airflow and
vocal-fold collision are not considered in the computation of
eigenfrequencies and eigenmodes, it is expected that the em-

FIG. 2. Eigenmodes~a! one;~b!, two; and~c! three obtained fromABAQUS.
The top row shows a superior view, and the bottom row a coronal view.
Columns one and two show projections of the eigenmodes at their extreme
values, separated by a 180° phase difference. The numbers on the axes refer
to linear dimensions in centimeters.

FIG. 3. Empirical eigenfunctions~a! one; and~b! two extracted from the
finite-element simulation, explaining 93% and 5% of the vibrational vari-
ance, respectively. The row and column descriptions and labels on the axes
are similar to Fig. 2.
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pirical eigenfunctions might result in slight changes of the
eigenmodes. Nevertheless, an obvious correspondence was
evident between the eigenmodes and the empirical eigen-
functions, suggesting the validity of the self-oscillating
finite-element model.

Results of the self-oscillating finite-element model were
also evaluated by examining other output variables, specifi-
cally glottal flow waveforms and typical nodal coordinates.
Before we discuss these waveforms, the geometrical and vis-
coelastic constants need to be clarified for those readers who
want to replicate the work. Once the adduction is defined by
the inferior ~X1! and superior~X2! glottal half width ~see
Fig. 1! and bulging of the vocal fold is defined by a thyro-
arytenoid ~TA! activation level or bulging factor~Alipour
and Scherer, in press!, the nodal coordinates are calculated
and used to establish static equilibrium. The glottal adduc-
tion is defined with inferior and superior openings and vocal-
fold bulging as shown in Fig. 1. The bulging is controlled

with the TA activation or bulging factor, a model that was
used earlier by Alipour and Scherer~in press! to study the
effects of bulging on simulated phonation. The typical values
for these parameters are included with the viscoelastic prop-
erties in Table I.

Figure 4 shows some typical glottal waveforms simu-
lated by the model. The simulation shown is for a bulging
value of 0.7, a lung pressure of 0.8 kPa, and an /a/ vowel
configuration. The fundamental frequency was 146 Hz. The
lowest trace is the subglottal pressure~Ps! signal. The varia-
tions in the pressure correspond mainly to the first subglottal
formant frequency of approximately 500 Hz. The trace just
above the subglottal pressure is the glottal volume velocity,
also called the glottal flow~Ug!, with an average value of
197 ml/s and a peak flow of 300 ml/s. The next trace is the
projected glottal area~Ag!, with a maximum value of about
11 mm2. The open quotient is about 0.9, suggesting only a
mild collision. The fourth trace is the~maximum! glottal

FIG. 4. Glottal waveforms of simulation at a lung pressure of 0.8 kPa. Time is in milliseconds.
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width ~Gw! calculated between the two vocal folds. It also is
somewhat triangular in shape, but with some asymmetry. All
of these waveforms are in reasonable ranges when compared
with experimental observations on human subjects, and out-
put from other computer models.

Figure 5 shows waveforms ofx and z coordinates for
node #4~the fourth node from the top left edge in layer 8!
and its velocity components. The displacements are nearly
triangular shapes with higher excursion in the horizontal di-
rection. The tissue velocity at this node has the largest com-
ponent in the horizontal~x!, direction with values ranging
between240 to 40 cm/s at 0.8 kPa lung pressure.

Figure 6 shows the trajectories of a few selected nodes
simulated at a lung pressure of 1.2 kPa overlaid on the equi-
librium mesh points. The trajectories indicate the highest ex-
cursion of the vocal folds is at the upper left corner, which
had a total displacement of about 4 mm in a cycle. Since a
sampling interval of 50 microseconds is used, for the fre-
quency 146 Hz, every cycle would have 137 time steps.

Thus, within each time step the displacement is about 0.03
mm, and for the vocal-fold length of 1.6 cm the deformation
angles are less than 0.002, which satisfies small deformation
theory.

IX. CONCLUDING REMARKS

The main purpose of this paper was to provide some
mathematical detail of finite-element modeling of vocal-fold
tissues, along with validation. Typical journal articles cannot
accommodate the pages necessary to present both the math-
ematical detail and a substantial corpus of results. Thus, we
opted to do the first. We feel this was appropriate, especially
since many results of this model have already been reported
~Alipour and Titze, 1985a; Berryet al., 1994; Alipour and
Titze, 1996; Alipour and Scherer, in press!. In addition,
many future reports will follow. Although not every math-
ematical step is included here, the engineer or mathematician

FIG. 5. Waveforms of coordinates and velocities of node number 4 in a coronal layer~layer 8, where layer number 1 corresponds to the most posterior layer!.
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familiar with continuum mechanics and some basic concepts
of numerical methods should be able to replicate our results,
and build upon them.

We feel that the primary significance of this article lies
in the statements~and justification! of some assumptions that
we have made about isotropy, planar motion, incompressibil-
ity, and treatment of the boundary conditions. Other parts of
the simulations, such as the exact values of the viscoelastic
constants, and the medial shaping of the vocal fold, are likely
to evolve even more quickly. Much research is ongoing with
high-speed imaging and measurement of viscoelastic proper-
ties of tissues.

Finally, the testing of simulation results with indepen-
dent analytical results~normal modes! via empirical orthogo-
nal eigenfunctions is an approach that will also have a con-
siderable lifetime. It will continue to serve as a measuring
rod for investigators in the evaluation and development of
their models.
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This study was designed to examine the role of duration in vowel perception by testing listeners on
the identification of CVC syllables generated at different durations. Test signals consisted of
synthesized versions of 300 utterances selected from a large, multitalker database of /*V$/ syllables
@Hillenbrandet al., J. Acoust. Soc. Am.97, 3099–3111~1995!#. Four versions of each utterance
were synthesized:~1! anoriginal durationset~vowel duration matched to the original utterance!, ~2!
a neutral durationset ~duration fixed at 272 ms, the grand mean across all vowels!, ~3! a short
duration set ~duration fixed at 144 ms, two standard deviations below the mean!, and ~4! a long
durationset~duration fixed at 400 ms, two standard deviations above the mean!. Experiment 1 used
a formant synthesizer, while a second experiment was an exact replication using a sinusoidal
synthesis method that represented the original vowel spectrum more precisely than the formant
synthesizer. Findings included~1! duration had a small overall effect on vowel identity since the
great majority of signals were identified correctly at their original durations and at all three altered
durations; ~2! despite the relatively small average effect of duration, some vowels, especially
/Ä/-/Å/-/#/ and /,/-/}/, were significantly affected by duration;~3! some vowel contrasts that differ
systematically in duration, such as /{/-/(/, /É/-/)/, and /(/-/|/-/}/, were minimally affected by duration;
~4! a simple pattern recognition model appears to be capable of accounting for several features of
the listening test results, especially the greater influence of duration on some vowels than others; and
~5! because a formant synthesizer does an imperfect job of representing the fine details of the
original vowel spectrum, results using the formant-synthesized signals led to a slight overestimate
of the role of duration in vowel recognition, especially for the shortened vowels. ©2000
Acoustical Society of America.@S0001-4966~00!03912-6#

PACS numbers: 43.71.An, 43.71.Es@KRK#

I. INTRODUCTION

Duration has long been a key feature in the description
and analysis of vowels. The chief phonological question con-
cerns whether duration should be considered a contrastive or
redundant feature~Chomsky and Halle, 1968; Roca and
Johnson, 1999!, and the main phonetic issues have been the
measurement of vowel durations under a variety of condi-
tions and the study of duration as a cue in vowel perception.
In this study we are neutral regarding the phonological ques-
tion of whether length should be considered an intrinsic pho-
nological vowel feature in English. Rather we assume the
existence of distinct vowel categories that contrast with one
another in most phonetic contexts and that are produced with
different typical durations in American English. Our focus is
on the role played by variations in vowel duration in the
recognition of vowel identity. Specifically, we studied the
perception of 300 /*V$/ syllables that were synthesized in
four different ways:~1! an original duration condition in
which the duration of each vowel was matched as closely as
possible to that of the original utterance,~2! a neutral dura-
tion condition in which the synthesis control parameters
were linearly stretched or contracted to produce a fixed
vowel duration of 272 ms~the mean of all 300 utterances!,

~3! a short durationcondition in which vowel duration was
fixed at 144 ms~two standard deviations below the mean!,
and ~4! a long durationcondition in which vowel duration
was fixed at 400 ms~two standard deviations above the
mean!.

A. Measurement studies

The central phonetic fact underlying this study is the
well-known observation that American English vowels differ
from one another in average duration. Of particular interest
are the many pairs of spectrally similar vowels that differ in
duration, pairs such as /{/-/(/, /É/-/)/, /,/-/}/, /|/-/}/, /Ä/-/#/,
and /Å/-/Ä/. Average vowel duration measurements for the 12
vowel types used in the present experiment are summarized
in Fig. 1. The data from Crystal and House~1988! and van
Santen~1992! are from connected speech, while the Hillen-
brandet al. ~1995! and Black~1949! measurements are from
CVC syllables. There is, of course, quite a bit of variability
in the absolute durations associated with each vowel type
across the four studies, reflecting the differences in speech
material. As expected, the two connected speech studies
show shorter average durations than the two studies using
citation-form syllables. The longer durations in Hillenbrand
et al. than in Black are related primarily to the use of a final
voiced stop~/*V$/! in Hillenbrandet al. as compared to a
final voiceless stop~/#V!/! in Black ~House and Fairbanks,a!Electronic mail: james.hillenbrand@wmich.edu
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1953!. Despite these differences in absolute duration, how-
ever, the four studies show rather similar patterns of duration
differences across the vowel categories. Correlations among
the six possible pairings of the four functions shown in Fig.
1 ranged from 0.70 to 0.95, with an average of 0.84. As will
be seen later, the results of our synthesis experiments show
that listeners are tacitly aware of these differences in typical
duration and make some use of this knowledge in making
judgments about vowel identity.

B. Pattern recognition studies

The role of duration in vowel identification has been
studied indirectly through the use of pattern recognition ex-
periments. In work of this type, a statistically based pattern
classifier is used to determine the separability of vowels
based on various combinations of acoustic measurements.
For example, Zahorian and Jagharghi~1993! used a discrimi-
nant classifier to identify signals in a database of 2922 CVC
syllables formed from nine initial consonants, 11 vowels,
and eight final consonants. Zahorian and Jagharghi’s main
interest was the comparison of two methods of representing
the spectral characteristics of vowels, but they also tested the
value of duration for improving vowel categorization. Zaho-
rian and Jagharghi reported a statistically nonsignificant im-
provement in classification accuracy of less than 1% when
duration was added to the spectrally based acoustic measure-
ments that were used to train the pattern classifier, suggest-
ing a very limited role for duration in vowel separability.
Very different conclusions were reached by Hillenbrand
et al. ~1995!, who used a discriminant classifier to identify
signals in a database of /*V$/ syllables produced by men,
women, and children (12 vowels3139 talkers51668
syllables). Results showed that inclusion of duration in the
parameter set resulted in consistent improvements in cat-
egory separability, especially for the simpler parameter sets
involving very few spectrum-related variables~e.g., a single
sampling ofF1 andF2 at steady state!. Similar findings were
reported by Hillenbrandet al. ~2000! in a discriminant analy-
sis study of CVC syllables formed from seven initial conso-

nants, eight vowels, and six final consonants spoken by 12
talkers. Consistent with Hillenbrandet al. ~1995!, the results
showed a modest but consistent improvement in classifica-
tion accuracy with the addition of duration measures. Par-
ticularly large improvements in category separability were
seen for /,/ and /}/, but there were also substantial improve-
ments for /(/ and /Ä/. Finally, a study of Australian English
vowels by Watson and Harrington~1999! showed a small
improvement in classification accuracy when measurements
of formant trajectories were augmented by duration mea-
sures.

C. Perception studies

More direct evidence on the role of duration in vowel
identification comes from a series of perception experiments
using synthetic speech or modified natural speech. For ex-
ample, Tiffany ~1953! recorded 12 vowels spoken by four
phonetically trained men under a variety of conditions dif-
fering by pitch and phonetic context~e.g., /#V!/ syllables
versus vowels in isolation!. The talkers also produced long
sustained vowels, from which segments of different dura-
tions were clipped~80 ms, 200 ms, 500 ms, and 8 s!. The
signals were identified by listeners who had some training in
phonetics. Some duration effects emerged from the listening
data; for example, some vowels with long typical durations
~e.g., /|/ and /Ä/! were more likely to be correctly identified
at longer durations, while others with short typical durations
~e.g., /(/ and /)/! were better identified at the shorter dura-
tions.

Stevens~1959! synthesized /$V2/ syllables at durations
ranging from 25 to 400 ms, one series with front vowels~to
be identified by listeners as /{, (, }, ,/! and another with back
vowels~to be identified as /É, ), #, Ä/!. Several effects were
observed which are consistent with the idea that listeners use
both spectrum and duration in identifying vowels. For ex-
ample, for durations less than about 100 ms, vowels with
formant specifications appropriate for /,/ were judged to be
/}/. Similarly for vowels with formant specifications appro-
priate for /Ä/, the stimuli shorter than 100 ms were judged as
/#/. Less robust shifts were seen from /{/ to /(/ and from /É/ to
/)/, and these tended to occur only for extremely short vow-
els. In a related study, Ainsworth~1972! synthesized two-
formant vowels with formant values covering the English
vowel space with durations ranging from 120 to 600 ms.
Listeners were influenced in a manner generally consistent
with observed durational differences among vowels. For ex-
ample, signals withF1 and F2 values generally similar to
those found for /É/ and /)/ were more likely to be identified
as /)/ if short and /É/ if long.

A synthesis experiment by Huang~1986! yielded some-
what equivocal results. Listeners were presented with nine-
step synthetic continua contrasting a variety of spectrally
similar vowel pairs at durations of 40, 90, 140, and 235 ms.
While the expected duration-dependent boundary shifts oc-
curred~e.g., the /{/-/(/ boundary shifted in the direction of /(/
at shorter durations!, duration differences much larger than
those observed in natural speech were typically needed to
move the boundaries. For duration differences approximating
those found in natural speech, boundary shifts were small or

FIG. 1. Average vowel durations from four studies: Hillenbrandet al.
~1995!, Black ~1949!, van Santen~1992!, and Crystal and House~1988!.
Measurements for /É/ are not available from Black.

3014 3014J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Hillenbrand et al.: Effects of duration



nonexistent. Huang also reported unexpected boundary shifts
for lax-lax pairs such as /)/-/#/ that do not differ in duration.

The Stevens~1959!, Ainsworth ~1972!, and Huang
~1986! studies, which used synthetically generated vowels
with static formant patterns, should be interpreted with some
caution since it is well known that vowel color tends to be
considerably more ambiguous for signals with static formant
patterns than for vowels showing natural patterns of spectral
change over time~e.g., Hillenbrand and Gayvert, 1993; Hill-
enbrand and Nearey, 1999; Fairbanks and Grubb, 1961!.
Consequently, it is possible that studies using static synthetic
vowels have overestimated the importance of duration infor-
mation.

Daniloff et al. ~1968! measured the intelligibility of
naturally produced vowels in /*V$/ syllables under several
conditions of time and frequency distortion. Intelligibility
was found to be more vulnerable to frequency division than
time compression. Except at the most extreme degrees of
time compression, syllables were correctly identified as to
vowel category at 90% or better. As expected, time compres-
sion affected long vowels~/,, Ä, Å, e/ much more than short
vowels ~/(, }, #, )/!, with intermediate effects for medium
duration vowels~/É, u, i/!. As expected, most errors in the
Daniloff et al. data involved the misidentification of longer
vowels as their shorter-duration neighbors.

Mixed results on the effects of duration on vowel iden-
tity were reported by Strangeet al. ~1983! in experiments
using silent-center stimuli—signals consisting of brief
onglides and offglides, with the center vowel nuclei replaced
by a variable-duration silent gap. Listeners were presented
with three kinds of silent-center stimuli:~1! durational infor-
mation retained~i.e., onglides and offglides separated by an
amount of silence equal to the duration of the deleted vowel
nucleus!, ~2! durational information neutralized by setting
the silent intervals for all stimuli equal to the shortest vowel
nucleus, and~3! durational information neutralized by setting
the silent intervals for all stimuli equal to the longest vowel
nucleus. Results were mixed: shortening the silent interval to
match the shortest vowels did not increase error rates relative
to the natural duration condition, but lengthening the inter-
vals to match the longest vowels produced a significant in-
crease in error rates. The authors speculated that the results
for the lengthened signals may have been ‘‘... due to the
disruption of the integrity of the syllables, rather than misin-
formation about vowel length; that is, subjects may not have
perceived a single syllable with a silent gap in it, but instead,
heard the initial and final portions as two discrete utter-
ances’’ ~Strange, 1989, p. 2140!. While the experiments us-
ing silent-center and related stimuli~see also Nearey and
Assmann, 1986! have clearly been quite important, the un-
certainty that results from the kind of interpretive problem
described by Strange represents an important weakness of
this class of experiments. The present experiments adopt an
approach that is generally similar to that of Strangeet al., but
we will attempt to address this limitation by using stimuli
modeled on naturally spoken CVC syllables rather than
silent-center stimuli.

D. Summary

The picture that emerges from the pattern recognition
and perception studies described earlier is not entirely clear.
Much of the evidence is consistent with the idea duration
plays a modest but measurable role in vowel recognition, but
the findings are far from uniform. The present study was
designed to explore this question further by testing listeners
on the identification of resynthesized /*V$/ utterances under
four duration conditions. We were especially interested in
conducting a relatively large-scale study in which the spec-
tral properties of the test signals, and especially the patterns
of formant frequency change over time, were modeled as
closely as possible on naturally spoken speech signals.

II. EXPERIMENT 1

A. Methods

1. Test signals

The test signals consisted of four different synthesized
versions of 300 /*V$/ utterances that were sampled from the
1668 utterances recorded by Hillenbrandet al. ~1995!. The
full database consisted of recordings of 12 vowels
~/{,(,e,},,,Ä,Å,Ç,),É,#,É/! in /*V$/ syllables spoken by 45
men, 48 women, and 46 10- to 12-year-old children. The
300-stimulus subset was selected at random from the full
database, but with the following constraints:~a! signals
showing formant mergers involving any of the three lowest
formants were omitted,~b! signals with identification error
rates~measured in the original 1995 study! of 15% or greater
were omitted, and~c! all 12 vowels were equally repre-
sented. The 300-stimulus set that was selected by this
method included tokens from 123 of the 139 talkers, with
30% of the tokens from men, 36% from women, and 34%
from children. This same 300-syllable subset had been used
in an earlier study of the effects of formant contour on vowel
recognition~Hillenbrand and Nearey, 1999!.

2. Acoustic measurements

Acoustic measurements of the /*V$/ syllables consisted
of formant contours forF1–F4 measured from LPC spectra
~sampled every 8 ms! and edited by hand during the vowel
using methods that are described in detail in Hillenbrand
et al. ~1995!. Measurements were also made of~a! the F0

contour~also edited by hand!, ~b! the onset of the vowel, and
~c! the offset of the vowel. Vowel onsets and offsets were
judged by visual inspection using standard measurement cri-
teria ~Peterson and Lehiste, 1960!. The distribution of vowel
durations in the 300-stimulus subset was approximately sym-
metrical with a mean duration of 274.0 ms, a median of
268.5 ms, and a standard deviation of 65.3 ms.

3. Synthesis method

The Klatt and Klatt~1990! formant synthesizer, running
at a 16-kHz sample rate, was used to generate four sets of
synthetic signals differing in vowel duration~see Fig. 2!. An
original duration ~OD! set was generated in a straightfor-
ward way from the measuredF0 and formant contours, so
the vowel durations of these signals matched those of the
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original signals, within the limits of measurement error and
the 8-ms frame rate. Procedures for synthesizing initial /*/
and final /$/ segments for these signals are described in detail
in Hillenbrand and Nearey~1999; hereafter HN99!. Briefly,
the initial /*/ was synthesized by~a! setting the frequencies
of all formants to their values measured at vowel onset,~b!
setting voicing amplitude to zero and aspiration amplitude to
the measured rms intensity of the signal being synthesized,
and ~c! setting the bandwidth ofF1 to 300 Hz. A final /$/
was simulated by~a! rampingF1 100 Hz below its measured
value at the end of the vowel in four 25-Hz steps, and~b!
switching from the cascade to the parallel branch of the syn-
thesizer and setting the resonator gains ofF2–F6 30 dB
below theF1 resonator gain, producing a ‘‘voice bar’’ with
energy primarily atF1 . Since we were not satisfied with our
efforts to generate natural sounding final release bursts with
the synthesizer, the signals were generated unreleased, and
release bursts that had been excised from naturally produced
signals spoken by one man, one woman, and one child were
appended to the end of the stimuli. Formant frequencies for
F1–F3 and fundamental frequency during the vowel were
set to the original measured values. Formant amplitudes dur-
ing the /*/ and vowel were set automatically by running the
synthesizer in series mode, formant bandwidths were kept at
their default values~see HN99!, the frequency ofF4 was set
separately for each vowel and talker group based on data
from Hillenbrandet al. ~1995!, and the frequencies ofF5 and
F6 were based on Rabiner~1968!.

The synthesis parameter files for the OD signals@Fig.
2~a!# served as the basis for generating parameter files for~a!
a neutral duration~ND! set with vowel durations fixed at
272 ms, the grand mean of all vowel durations from Hillen-
brand et al. ~1995!, rounded to nearest 8-ms frame;~b! a
short duration~SD! set with vowel durations fixed at 144
ms, 2 standard deviations below the grand mean~again

rounded to closest 8-ms frame!; and~c! a long duration~LD!
set with vowel durations fixed at 400 ms, 2 standard devia-
tions above the grand mean. The parameter files for the ND,
SD, and LD signals were created from the OD parameter
files simply by resampling the contours ofF0–F3 during the
vowel using linear interpolation. Parameter settings during
the /*/ and /$/ segments were unchanged. Examples of ND,
SD, and LD signals are shown in panels~b!–~d! of Fig. 2.

4. Listening test

Fifteen phonetically trained subjects served as listeners.
Twelve of the listeners were graduate students in the speech-
language pathology program at Western Michigan Univer-
sity and the other three were faculty members in the same
department. Listeners with training in phonetic transcription
were chosen because of the findings of Assmannet al.
~1982! showing that many apparent identification errors
made by untrained subjects are, in fact, simply errors in tran-
scription. The regional dialect characteristics of the listeners
were a fairly close match close to those of the talkers. Dialect
was assessed by a trained phonetician using an interview
procedure similar to that described in Hillenbrandet al.
~1995!. Eight of the listeners were raised in southwest Michi-
gan, three in Chicago, two in the northeast~Massachusetts
and New Jersey!, and one each in Iowa and California. Lis-
teners were tested one at a time in a quiet room in two
sessions lasting about 35–40 min. Listeners identified each
of the 1200 test signals~300 OD, 300 ND, 300 SD, and 300
LD! presented unblocked in a single random order. The pre-
sentation order was reshuffled prior to each listening session.
Stimuli were low-pass filtered at 6.9 kHz, amplified, and
delivered at approximately 75 dBA over a single loudspeaker
~Boston Acoustics A60! positioned approximately 1 m from
the subject’s head. Subjects entered their responses on a
computer keyboard labeled with both phonetic symbols and
key words for the 12 vowels. Subjects were allowed to repeat
stimuli as many times as they wished before entering a re-
sponse.

B. Results and discussion

Overall recognition rates for the four duration conditions
are shown in Table I~experiment 2 results, shown to the
right in Table I, will be discussed later!. The 91.7% recog-
nition rate for the OD signals is slightly higher than the
89.8% rate for the same set of signals that were used in an
earlier study~averaged across the two ‘‘OF’’ conditions from
HN99!. More importantly, the recognition rate for the OD

FIG. 2. Spectrograms of the four types of synthetic signals used in experi-
ment 1: ~a! original duration~OD!, ~b! neutral duration~ND!, ~c! short
duration ~SD!, and ~d! long duration~LD!. The original signal was /*,$/
spoken by a child.

TABLE I. Overall recognition rates for the four duration conditions of
experiments 1 and 2~OD5original duration, ND5neutral duration,
SD5short duration, LD5long duration!. Standard deviations are shown in
parentheses.

Duration
condition Experiment 1 Experiment 2

OD 91.7~3.3! 96.0~2.7!
ND 90.4~3.5! 94.1~2.9!
SD 82.4~4.9! 91.4~5.2!
LD 89.5~2.2! 90.9~3.3!
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signals is lower than the 94.5% rate for the original, naturally
produced signals from the full 1668-signal database~Hillen-
brandet al., 1995!. It is also lower than the 96.0% recogni-
tion rate for naturally spoken versions of the 300-utterance
subset used in HN99. As will be discussed in greater detail
later, the slightly lower recognition rate for the OD synthetic
signals as compared to the natural signals is due to a small
but important limitation of the formant vocoding method to
faithfully model some perceptually relevant details of the
original vowel spectrum.

It can be seen that the OD signals were the most intel-
ligible, followed by the ND, LD, and SD signals. The only
numerically large effect, however, is the drop in intelligibil-
ity that occurred as a result of vowel shortening, with the SD
signals being nearly 10 percentage points less intelligible
than the OD signals. A two-way repeated measures analysis
of variance showed a highly significant effect for duration
condition @F(3,42)538.3, p,0.0001# and vowel
@F(11,154)522.2, p,0.0001# and a significant duration by
vowel interaction @F(33,462)519.6, p,0.0001#. Bonfer-
roni post hoctests showed significant differences among all
pairs of duration conditions with the exception of ND versus
LD.

A detailed analysis of the specific changes in vowel
identity that occurred in the three duration-modification con-
ditions will not be undertaken here. As will be explained
below, there are some key aspects of the findings of experi-
ment 1 that do not replicate when a synthesis method is used
that more faithfully models the detailed spectrum of the
original vowels. Briefly, the vowels that were most affected
by shortening were /,/, which tended to shift to /}/, and /Ä/,
which tended to shift to /#/. Similarly, but to a lesser extent,
the opposite shifts in vowel identity tended to occur as the
most common effects of vowel lengthening; i.e., lengthened
/}/ tended to shift toward /,/ and lengthened /#/ tended to
shift to /Ä/ or /Å/. Considerably less common were duration-
induced shifts in vowel identity affecting the /{/-/(/ contrast,
the /É/-/)/ contrast, or distinctions among the cluster /(/-/|/-
/}/. A more detailed discussion of the effects of duration on
the recognition of individual vowels will await the outcome
of experiment 2.

In summary, experiment 1 showed that the effect of al-
tering vowel duration was modest overall since the great ma-
jority of signals were accurately identified at their original
durations and with vowel duration set to a neutral value,
shortened, and lengthened. There were some significant ef-
fects, however, including~1! vowels with long typical dura-
tions, especially /,/ and /Ä/, tended to shift to adjacent vow-
els with shorter typical durations when shortened,~2! vowels
with short typical durations, especially /#/ and /}/, tended to
shift to adjacent vowels with longer typical durations, and
~3! vowel shortening had a considerably greater effect on
vowel identity than vowel lengthening.

III. EXPERIMENT 2

The purpose of experiment 2 was to determine the gen-
erality of the effects observed in experiment 1 by conducting
a similar experiment but using a very different method to
synthesize the test signals. The logic that is implicit in ex-

periment 1 is that the spectral properties associated with
vowels are held constant across the four duration
conditions—and matched as closely as possible to the origi-
nal signals—while vowel duration is varied. A problem that
is inherent in this approach is that the spectral properties of
vowels are imperfectly represented by the formant synthesis
method. The difference in intelligibility between the original
signals and the formant synthesized versions of those same
signals is not especially large, but it is quite real. For ex-
ample, in HN99, the recognition rate for the 300 naturally
produced /*V$/ signals averaged 6.3 percentage points
higher than that of the formant-synthesized versions of the
same signals, which are identical to the OD signals used in
experiment 1. As a consequence, it might be argued that
experiment 1, by failing to faithfully model the perceptually
relevant spectral cues to vowel identity, may have overesti-
mated the importance of duration in vowel recognition. Ex-
periment 2 was an attempt to explore this possibility by di-
rectly replicating experiment 1 using a synthesis method that
more accurately models the spectral characteristics of the
original signals. The experiment used the same 300-stimulus
database and the same four duration conditions~OD, ND,
SD, and LD!. However, a synthesizer based on the summa-
tion of sinusoidal Fourier components was used to generate
the test signals. As will be explained below, this synthesizer
does a significantly better job of coding the spectral proper-
ties of vowels, resulting in a set of OD signals whose intel-
ligibility is essentially indistinguishable from that of the
natural produced signals upon which they are based.

A. Methods

1. Test signals

Four sets of synthetic test signals were generated with a
sinusoidal synthesizer that has a number of features in com-
mon with the method described by McAuley and Quatieri
~1986!. As in experiment 1, we generated OD, ND, SD, and
LD versions of each of the 300 /*V$/ syllables. Briefly, the
sinusoidal synthesizer can be thought of as something akin to
resynthesis using an inverse Fourier transform, with the im-
portant exceptions that~1! phase relations among spectral
components are not preserved,1 and ~2! sinusoidal compo-
nents are generated only for spectral peaks~i.e., harmonic
peaks in voiced regions and harmonically unrelated spectral
peaks in unvoiced regions, but not nonpeak Fourier compo-
nents!. The analysis begins with the calculation of a high-
resolution Fourier spectrum over a relatively large hamming-
windowed segment of the speech signal. A 64-ms window
was used in this experiment. Spectral peak frequencies and
amplitudes are then measured from the narrow-band spec-
trum. These peaks will correspond primarily to voice-source
harmonics during voiced intervals, but the analysis proceeds
in the same way for both voiced and unvoiced intervals. The
analysis window is then advanced by some constant~8 ms in
the present case!, and the measurement of spectral peaks
continues to the end of the signal. For each spectral peak that
is measured from the Fourier spectrum, a sinusoid is gener-
ated at the measured frequency and amplitude and with a
duration equal to the frame rate~8 ms in our implementa-
tion!. Since it is essential that phase discontinuities not occur
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at the boundaries between frames, it is necessary to track
spectral peaks from one frame to the next in much the same
way that envelope peaks are tracked from frame to frame in
a formant tracker. If the tracking algorithm determines that a
given spectral peak is continuous from one frame to the next,
the frequency and amplitude of the peak are linearly interpo-
lated through the frame. Further, the starting phase of the
sinusoid in framen11 is adjusted to be continuous with the
ending phase of the sinusoid in framen. If the tracking al-
gorithm determines that a spectral peak in framen does not
continue into framen11, the amplitude of the sinusoid is
ramped down to zero. Similarly, if a spectral peak is found in
a given analysis frame that is determined to be new~i.e., not
continuous with a peak in the previous frame!, the amplitude
of the sinusoid is ramped up to its measured amplitude.

One of the many elegant aspects of the sinusoidal ap-
proach to synthesis is that the manipulation of speech rate,
either globally or frame by frame, is exceedingly simple.
Altering duration is simply a matter of changing the dura-
tions of the individual sinusoids from the 8-ms frame rate~or
whatever the frame rate happens to be! to some other value.
For example, for the frame rate used here, decreasing dura-
tion by a factor of 2 is simply a matter of changing the
durations of the individual sinusoids from 8 to 4 ms. Simi-
larly, increasing duration by a factor of 1.5, for example, is
accomplished by changing the durations of the individual
sinusoids from 8 to 12 ms. With this rate-manipulation
method, the evolution of spectral shape from one frame to
the next remains constant from one duration condition to
another, and what varies is the rate at which one spectral
shape evolves into the next. This is also true of the formant
synthesis method that was used in experiment 1. The most
important difference between the two methods, in our view,
is in the degree to which the detailed spectral shape of the
original signal is preserved. With a formant synthesizer the
match between the spectral shape of the original signal and
that of the resynthesized signal is only approximate since
only the frequencies of broad envelope peaks are preserved
~and even then, only within the limits of formant estimation,
which is imperfect—see HN99 for a discussion!. The match
is much better with the sinusoidal method since many more
spectral details—all narrow-band spectral peaks—are pre-
served in the resynthesis~see Fig. 3!.

In generating a set of OD signals comparable to the set
used in experiment 1, the default 8-ms sinusoidal duration
was simply left unmodified. For the ND set, this duration
was adjusted on a signal-by-signal basis to a value that was
sufficient to produce a vowel duration of 272 ms for all sig-
nals. Sinusoidal durations were modified only during the
vowel and not during the /*/ and /$/ segments of the signal.
The SD and LD sets were generated using the same method,
but with vowel durations fixed at 144 and 400 ms, respec-
tively.

2. Subjects and procedures

A separate group of 14 listeners participated in experi-
ment 2. As in experiment 1, the listeners were phonetically
trained and, based on a dialect interview, were judged to

speak a dialect that was quite similar to that of the speakers.
Instrumentation and experimental procedures were identical
to experiment 1.

B. Results and discussion

1. Effects of synthesis method

An assumption underlying the design of experiment 2
was that the sinusoidal synthesizer would preserve the de-
tailed spectral properties of vowels better than the formant
synthesizer. We speculated that this may have led to a slight
overestimate of the relative importance of duration in vowel
recognition in experiment 1. Accordingly, we begin our
analysis of experiment 2 by comparing the recognition of the
OD signals from experiments 1 and 2. Figure 4 shows aver-
age recognition rates by vowel for OD signals produced with
the formant synthesizer versus the sinusoidal synthesizer. It
can be seen that the sinusoidal OD signals were more intel-
ligible than the formant synthesized versions~96.0% versus
91.7%!. The 96.0% recognition rate for the sinusoidal OD
signals is virtually identical to the recognition rate reported
in HN99 for naturally spoken versions of the same signals.2

A two-way analysis of variance for synthesis method and
vowel, with repeated measures on the vowel factor, showed
significant effects for both factors, as well as a significant
interaction @synthesis method:F(1,27)532.1, p,0.0001;
vowel: F(11,27)515.3, p,0.0001; method by vowel:
F(11,297)56.4, p,0.0001#. The nature of the interaction is
readily apparent in Fig. 4, which shows considerable vari-

FIG. 3. Fourier spectra computed at roughly the center of the vowel /Ç/ from
~a! the original speech signal,~b! the OD formant synthesized version of the
same signal, and~c! the OD sinusoidal synthesized version of the same
signal. Note that the match in spectral detail is much closer for the sinu-
soidal synthesis than for formant synthesis.
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ability across the 12 vowels in the synthesis method effect.
As expected, most of the vowels show higher recognition
rates when generated with the sinusoidal synthesizer than the
formant synthesizer, although the advantage is much larger
for some vowels~e.g., /,/, /É/, and /|/! than others~e.g., /(/
and /#/!. Note also that /}/, /Å/, and /)/ were actually slightly
more intelligible in the formant synthesis condition. The
findings for these three vowels are consistent with results
from HN99’s comparison of formant synthesized and natural
speech, which showedtendenciesfor ~1! signals with for-
mant values in the /,/-/}/ region to be heard as /}/ when
formant synthesized,~2! signals with formant values in the
/Ä/-/Å/ region to be heard as /Å/ when formant synthesized,
and~3! signals with formant values in the /É/-/)/ region to be
heard as /)/ when formant synthesized~see especially Fig. 6
of HN99!.

2. Effects of duration

Average recognition rates and standard deviations for
the four duration conditions of experiment 2 are shown in the
right-most columns of Table I. Relative to the original dura-
tion signals, there is a modest drop in intelligibility of 1.9%
for the neutral duration signals and drops of 4.6% and 5.1%
for the shortened and lengthened signals, respectively. A
two-way repeated measures analysis of variance showed
highly significant effects for duration condition@F(3,39)
512.4, p,0.0001# and vowel @F(11,143)516.8, p
,0.0001# and a significant duration by vowel interaction
@F(33,429)519.0, p,0.0001#. Bonferroni post hoc tests
showed significant differences among all pairs of duration
conditions except ND-SD and SD-LD. The duration effects
observed here differ in some important respects from those
of experiment 1. A major finding of experiment 1 was a
substantial asymmetry in the effects of shortening versus
lengthening, with shortening resulting in a much larger drop
in vowel intelligibility than lengthening. There was no evi-
dence for this asymmetry in experiment 2: the average effect
of vowel shortening in experiment 2 was considerably

smaller than in experiment 1, and was not significantly
greater than the average effect of vowel lengthening.

Table II provides a summary of the most frequent
changes in vowel identity that occurred as a result of short-
ening and lengthening. The shifts in vowel identity that are
shown in this table are based on confusion matrices which
focused on instances in which a given listener identified the
OD version of a signal correctly~i.e., as the vowel intended
by the talker! but the duration-modified version of the same
utterance incorrectly. For example, suppose that listener 1
correctly identified an OD signal that was intended as /,/ by
the talker but that same listener identified the SD version of
the same stimulus as /}/. The count in the cell associated
with row /,/ and column /}/ in the confusion matrix would
be incremented by 1. To simplify the presentation, the full
confusion matrices are not shown, and only the most fre-
quency shifts in vowel identity are listed in Table II. The
percentages that are shown to the right are based on the
number of shifts in vowel identity divided by the number of
opportunities for such shifts to occur. As the table shows,
only /Å/ was strongly affected by shortening, with 43.0% of
the tokens shifting to /Ä/ or /#/. The only other vowel shifts
of any consequence consisted of the roughly one-fifth of the
OD tokens of /,/ that were heard as /}/ when shortened, and
a modest number of /Ä/ tokens that shifted to /#/. The effects
of vowel lengthening, shown in the bottom half of Table II,
are nearly the mirror image, with lengthened /#/ tending to
shift to /Ä/ or /Å/, and /}/ tending to shift to /,/. Conspicuous
by their absence in Table II are several shifts in vowel iden-
tity which might have been expected based on observed du-
rational differences among vowels but which occurred rarely
or not at all. For example, there were very few cases of
shortened /{/ shifting to /(/ ~0.6%!, no cases of shortened /É/
shifting to /)/, and few cases of shortened /|/ shifting to /(/ or
/}/ ~2.2%!. Similarly, lengthened /(/ seldom shifted to /{/
~0.6%!, lengthened /}/ or /(/ never shifted to /|/, and length-
ened /)/ seldom shifted to /É/ ~1.3%!.

In summary, experiment 2 showed the following:~1!
duration has a measurable but rather modest overall effect on
vowel perception since the overwhelming majority of the
signals were identified correctly at their original durations
and at all three altered durations,~2! vowel shortening and
vowel lengthening produced statistically equivalent reduc-
tions in vowel intelligibility of 4.5%–5.0%,~3! the vowels

FIG. 4. Percent correct for the original duration conditions from experiment
1 ~filled! and experiment 2~unfilled!. Error bars show one standard devia-
tion.

TABLE II. The most frequent changes in vowel identity resulting from
vowel shortening or vowel lengthening in experiment 2. The percentages in
the column to the right reflect the number of shifts in vowel identity
~OD→SD or OD→LD! divided by the number of opportunities for such
shifts to occur.

Vowel shift Percentage

Effects of vowel shortening
/Å/→/Ä/ or /#/ 43.0
/,/→/}/ 20.7
/Ä/→/#/ 9.4

Effects of vowel lengthening
/#/→/Ä/ or /Å/ 36.0
/}/→/,/ 18.9
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that are most affected by duration are the /Ä/-/Å/-/#/ cluster
and the /,/-/}/ pair, ~4! in spite of consistent differences in
average durations, vowels that are hardly affected at all by
duration are the /{/-/(/ and /É/-/)/ pairs, and the /(/-/|/-/}/
cluster. The similarities and differences between experiments
1 and 2 will be treated in Sec. V.

IV. PATTERN RECOGNITION TESTS

The final question that we wish to consider has to do
with the finding that some pairs and clusters of vowels~/Ä/-
/Å/-/#/ and /,/-/}/! were influenced fairly strongly by the
modification of duration, while others~/{/-/(/, /É/-/)/, and /(/-
/|/-/}/! were minimally affected by duration modification.
There is nothing obvious about the magnitude of the dura-
tional differences among the vowels that can readily explain
these variations in the influence of duration on vowel recog-
nition. For example, based on the Crystal and House~1988!
data, /,/ averages about 18% longer than /}/, while /{/ aver-
ages about 41% longer than /I/. However, it is the /,/-/}/
pair which shows a robust duration effect, while shortening
/{/ or lengthening /(/ have very little effect on vowel identity.
Similarly, while /É/ is about 51% longer on average than /)/,
and /Å/ is about 30% longer than /Ä/, it was the contrast
between /Ä/ and /Å/ that was affected by duration and not the
contrast between /É/ and /)/. We believe that there is a fairly
straightforward explanation for these apparently contradic-
tory findings. A combination of listening to the /*V$/ signals
and close examination of the acoustic measurements led us
to speculate that non-duration-sensitive pairs such as /{/-/(/
and /É/-/)/ are quite distinct from one another based on their
spectral properties~F0 and formant trajectories! and, as a
consequence, less dependent on duration for their separation.
On the other hand, vowels such as /Ä/-/Å/-/#/ and /,/-/}/
show a greater degree of spectral overlap, resulting in a
greater reliance on duration for their separation. If this ex-
planation is valid, it ought to be possible to simulate certain
features of our listening test results with a simple pattern
classifier. In particular, we were interested in determining
whether a simple pattern recognition model would show a
greater sensitivity to duration for /Ä/-/Å/-/#/ and /,/-/}/ than
for /{/-/(/, /É/-/)/, and /(/-/|/-/}/.

To test this idea, a quadratic discriminant classifier
~Johnson and Winchern, 1982! was trained on measurements
from the Hillenbrandet al. ~1995! database. Excluded from
the trained data were~1! tokens with identification error rates
of 15% or higher, and~2! tokens with missing values for any
of the parameters that were used in discriminant analyses.
The parameter set consisted to duration,F0 , and F1–F3

sampled at 20% and 80% of vowel duration.@Justification
for this particular choice of parameters can be found in Hill-
enbrandet al. ~1995! and Hillenbrand and Nearey~1999!#.
The pattern recognizer was then tested on measurements
from the four different versions of the 300 /*V$/ utterances
that were used in the listening tests. The four versions of
each utterance were identical with respect to the spectral
measurements, but duration was set to~a! the original mea-
sured value~OD!, ~b! 272 ms~ND!, ~c! 144 ms~SD!, or ~d!
400 ms~LD!.

Overall correct classification rates were 98.0% for the
OD signals, 97.3% for the ND signals, 88.3% for the SD
signals, and 87.0% for the LD signals. Compared to the lis-
tening tests results in experiment 2, the OD and ND recog-
nition rates are some 2%–3% higher, while the SD and LD
rates are about 3%–4% lower. In common with the listening
test results, setting duration to a neutral value produced a
very small drop in overall recognition accuracy, while short-
ening produced a drop in accuracy that was very similar to
that produced by lengthening. Of greater interest are the re-
sults in Table III, which show the most common shifts in
vowel identity produced by the pattern classifier. These
analyses were carried out in the same way as those reported
for the listening test; i.e., they are based on confusion matri-
ces which focused on instances in which the pattern recog-
nizer classified the OD version of a signal correctly but clas-
sified the duration-modified version of the same utterance
incorrectly. The results in Table III show a number of im-
portant features in common with the listening test results
from experiment 2~Table II!. In particular, as with human
listeners, the most frequent shifts in vowel classification for
the shortened signals consisted of /Å/ shifting to /Ä/ or /#/,
and /,/ shifting to /}/. Further, the most frequent shifts in
vowel classification for the lengthened signals consisted of
/#/ shifting to /Ä/ or /Å/, and /}/ shifting to /,/. With the
exception of the substantially larger percentage of length-
ened /#/ tokens that shifted to /Ä/ or /Å/, the percentages of
shifts in Tables II and III are rather similar. Not shown in
Table III, but of equal importance, the pattern classifier pro-
duced no shifts between /{/ and /(/ and no shifts between /É/
and /)/. Among the /(/-/|/-/}/ cluster, the only duration-
dependent shifts that were observed consisted of a modest
number~12.0%! of lengthened /}/ tokens shifting to /|/.

Overall, the pattern recognition results support the idea
that the role of duration in vowel recognition depends not
only on the magnitude and consistency of observed dura-
tional differences among vowels but also on the degree to
which pairs and groups of vowels are well separated on the
basis of spectral cues. Vowels such as /{/-/(/, /É/-/)/, and
/(/-/|/-/}/ show consistent durational differences in produc-
tion but are sufficiently well separated on the basis of spec-
tral features that duration has a rather small influence on
perceived vowel quality. On the other hand, vowels such as
/Ä/-/Å/-/#/ and /,/-/}/ show a greater degree of overlap in

TABLE III. The most frequent changes in vowel classification resulting
from vowel shortening or vowel lengthening by the quadratic discriminant
classifier. The percentages in the column to the right reflect the number of
shifts in vowel identity~OD→SD or OD→LD! divided by the number of
opportunities for such shifts to occur.

Vowel shift Percentage

Effects of vowel shortening
/Å/→/Ä/ or /#/ 54.2
/,/→/}/ 25.0
/Ä/→/#/ 8.0

Effects of vowel lengthening
/#/→/Ä/ or /Å/ 60.0
/}/→/,/ 33.0
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their spectral properties and, as a consequence, duration
plays a more important role in the recognition of these vow-
els.

V. GENERAL DISCUSSION

There were many features in common between the find-
ings of experiments 1 and 2. In both experiments, the effect
of altering vowel duration was seen to be relatively modest
overall since the great preponderance of signals were accu-
rately identified under all four duration conditions. Further,
the duration-related effects that were observed in both ex-
periments were quite sensible; that is, vowels with long typi-
cal durations tended to shift to adjacent vowels with shorter
typical durations when shortened. Conversely, vowels with
short typical durations tended to shift to adjacent vowels
with longer typical durations when lengthened. The primary
difference between the two experiments was that the effect
of vowel shortening was considerably greater for the formant
synthesized stimuli than the sinusoidally synthesized stimuli.

The greater overall effect of duration in experiment 1 is
consistent with the hypothesis that motivated experiment 2.
Since the spectral cues to vowel quality are not preserved
quite as well in the formant synthesis conditions—resulting
in signals whose vowel quality is a bit more ambiguous—
altering vowel duration was expected to exert a slightly
larger influence on vowel identity in experiment 1. Although
an effect in this direction was observed, the results were not
quite so simple since the primary difference between the two
synthesis methods had to do with the greater influence of
vowel shortening for the formant synthesized stimuli relative
to the sinusoidally synthesized signals. We believe that this
discrepancy between the two experiments is consistent with
the HN99 findings on the recognition of natural versus for-
mant synthesized /*V$/ syllables. As mentioned previously,
HN99 found that the natural signals were somewhat more
intelligible than the formant synthesized versions~96.1%
versus 89.8%!. However, there was not a simple across-the-
board drop in intelligibility resulting from formant synthesis.
Vowels showing relatively large decreases in intelligibility
as a result of the formant synthesis method included /É/
~shifting primarily to /)/!, /,/ ~shifting primarily to /}/!, and
/Ä/ ~shifting primarily to /Å/ or /#/!. The explanation for this
differential effect of formant coding across vowels is as yet
unclear. However, we assume that in experiment 1 of the
present study there were a number of OD tokens of /É/, /,/,
and /Ä/ that were closer in vowel quality than their sinusoidal
counterparts to their shorter-duration neighbors, /)/, /}/, and
/#/. The result was that a decrease in duration was sufficient
to induce a change in vowel identity for many of these
formant-synthesized signals. The sinusoidally synthesized
signals, on the other hand, preserved the spectral cues of the
original vowels more accurately and were less likely to shift
to adjacent vowels with shorter typical durations.

The general principle that is illustrated by the differ-
ences between experiments 1 and 2 is that the measured im-
portance of a particular acoustic cue to a phonetic dimension
depends not only on the precision with which that cue is
modeled in the test signals but also on the degree to which
other cues to that same dimension are faithfully preserved in

the those signals. There are other illustrations of this prin-
ciple in the acoustic phonetics literature. For example, a se-
ries of synthetic speech experiments by Raphael and col-
leagues ~Raphael, 1972, 1981, Raphaelet al., 1975!
suggested that the duration of a preceding vowel was both a
necessary and sufficient cue to the voicing of syllable-final
consonants. However, subsequent studies using edited natu-
ral speech, which preserved the rich cues to final voicing in
the vicinity of articulatory closure and/or release, found that
alterations in vowel duration alone were unlikely to induce a
change in the voicing of the final consonant~e.g., Wardrip-
Fruin, 1982; O’Kane, 1978; Hogan and Rozsypal, 1980; Ra-
phael, 1981; Revoileet al., 1982; Hillenbrandet al., 1984!.
Results such as these, along with the present findings, serve
as a reminder that the conclusions that are drawn from
acoustic-phonetic studies can depend on the fine details of
the stimulus construction methods.

On a related point, it should be noted that the interpre-
tation of these findings is limited by the relatively simple
speech material that was employed. It is well known that
there is a large, diverse, and often competing set of influ-
ences on vowel duration in connected speech~see Klatt,
1976, for a thorough review!. In addition to inherent dura-
tion, vowel duration is affected by factors such as overall
speaking rate, semantic phenomena such as emphatic stress,
grammatical effects such as word- and phrase-final lengthen-
ing, variations in lexical stress, and phonetic effects such as
the voicing property of preceding or following consonants.
Given that the test signals used in this study consisted of
citation-form CVC syllables, with identical initial and final
consonants, it is nearly certain that listeners would attribute a
very large share of the variation in vowel duration to the
vowel itself. The situation in connected speech is consider-
ably more complicated, so it is possible that the relatively
modest duration effects that were observed here would be
even smaller in connected speech. On the other hand, it is
also possible that the shorter durations and vowel reduction
that characterize connected speech might reduce the spectral
contrast among vowels, resulting in a greater role for dura-
tion than was observed for the citation-form syllables studied
here. Extension of methods such as those used in the present
study to connected speech would seem to be a fruitful av-
enue for further work on this question.
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1This is an important difference between our sinusoidal synthesizer and the
synthesizer described by McAuley and Quatieri~1986!. McAuley and Qua-
tieri go to considerable lengths to preserve the original phase relations
among spectral components, while in our method phase is ignored, with the
important exception of the steps that are taken to prevent phase disconti-
nuities at the boundaries between frames.

2HN99 compared natural and formant-synthesized versions of the 300 /*V$/
signals used in the present study in two experiments with separate listener
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groups. In experiment 1 of HN99, the natural signals were 95.4% intelli-
gible versus 88.5% for the formant synthesized signals, used both in HN99
and in experiment 1 of the present study. The corresponding figures for the
replication in experiment 2 of HN99 were 96.7% versus 91.0%. Averaged
across the two replications, the recognition rate was 96.1% for the natural
signals—identical to the recognition rate for the sinusoidal signals used in
experiment 2 of the present study—versus 89.8% for the formant synthe-
sized versions.
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Children’s perception of speech in multitalker babble
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Children 5, 9, and 11 years of age and young adults attempted to identify the final word of sentences
recorded by a female speaker. The sentences were presented in two levels of multitalker babble, and
participants responded by selecting one of four pictures. In a low-noise condition, the
signal-to-noise ratio~SNR! was adjusted for each age group to yield 85% correct performance. In
a high-noise condition, the SNR was set 7 dB lower than the low-noise condition. Although children
required more favorable SNRs than adults to achieve comparable performance in low noise, an
equivalent decrease in SNR had comparable consequences for all age groups. Thus age-related
differences on this task can be attributed primarily to sensory factors. ©2000 Acoustical Society
of America.@S0001-4966~00!02812-5#

PACS numbers: 43.71.Ft, 43.71.Bp, 43.71.Pc@CWT#

I. INTRODUCTION

Children are believed to have considerable difficulty
perceiving speech in noise~e.g., Mills, 1975; Elliott, 1995!.
For example, normative estimates@e.g., The Goldman-
Fristoe-Woodcock Test of Auditory Discrimination~Gold-
manet al. 1976!# reflect young children’s poor speech iden-
tification in ‘‘cafeteria noise’’ relative to that of older
children and adults. In classroom settings, younger children
are more ‘‘distracted’’ by noise than are older children~Hétu
et al., 1990!. Moreover, young children are significantly less
accurate at identifying the last word of a sentence presented
in multitalker babble than are older children and adults~El-
liott, 1979; Elliott et al., 1979!. Similarly, children 4 to 6
years of age are significantly poorer than adults at identifying
words and sentences in spectrally matched noise~Nittrouer
and Boothroyd, 1990!.

A number of factors may contribute to children’s appar-
ent difficulty with speech in noise. First, young children have
higher auditory thresholds than do older children and adults
~Rocheet al., 1978; Elliott and Katz, 1980; Yoneshige and
Elliott, 1981; Berg and Smith, 1983; Sinnottet al., 1983;
Schneideret al., 1986; Trehubet al., 1988!. Although the
relation between auditory sensitivity and speech identifica-
tion thresholds in quiet and in noise is unclear~Elliott et al.,
1979; Summerfieldet al., 1994!, age-related differences in
sensitivity could underlie children’s difficulty identifying
speech in noise. From 5 years of age, developmental changes
in absolute thresholds for octave-band noise mirror the
changes in masked thresholds for octave-band noise pre-
sented in broadband noise~Schneideret al., 1989!. More-
over, thresholds for the identification of words presented in
quiet are higher for younger children than for older children
and adults~Elliott et al., 1979!. Nevertheless, most develop-
mental investigations of speech identification in noise have
used identical signal-to-noise ratios~SNRs! across age with-
out adjusting for age-related differences in detection or iden-
tification thresholds~e.g., Elliott, 1979; Nittrouer and Boo-

throyd, 1990!. Chermak and Dengerink~1981! found,
however, that when age-related differences in word identifi-
cation thresholds were taken into account, adult–child per-
formance differences in noise were minimal.

Second, young children’s limited language experience
may have adverse effects on their performance. For example,
native speakers of English are more proficient at identifying
speech in noise than are non-native speakers with several
years of exposure to English~Gat and Keith, 1978; Mayo
et al., 1997!. As words become increasingly familiar, less
acoustic information is required for their identification
~Rosenwieg and Postman, 1957; Elliottet al. 1979; Elliott
et al., 1983!. In some cases, however, words~e.g., ‘‘oath’’!
and sentences~e.g., ‘‘Tough guys sound mean’’! that are
unfamiliar to many children have been used as test stimuli
~e.g., Elliott, 1979; Nittrouer and Boothroyd, 1990!. More-
over, limited phonological awareness on the part of young
children ~Treiman, 1985; Hnath-Chisholmet al., 1998!, es-
pecially pre-readers~Wimmer et al., 1991!, may also impair
performance on speech-identification tasks. For example, a
young child hearing ‘‘–ike’’ might not generate ‘‘bike’’ as a
candidate word. Even if a child can use phonological strate-
gies to aid identification, noise may disrupt this process.

Third, the typical tasks used in speech-identification
studies may pose disproportionate difficulty for young chil-
dren. As Wightman and Allen~1992! note, some perfor-
mance differences between children and adults ‘‘may reflect
nothing more than the influence of nonsensory factors such
as memory and attention’’~p. 133!. These nonsensory fac-
tors could contribute to young children’s difficulty with ver-
bal material designed for use with adults. For example, some
investigators adapted the well-known SPIN~speech percep-
tion in noise! test for children~e.g., Elliott, 1979, 1995; El-
liott and Katz, 1983, in Elliott, 1995 and references therein!.
The original ~Kalikow et al., 1977! and revised~SPIN-R!
versions~Bilger et al., 1984! of the SPIN test, which were
normed for native English-speaking adults, require listeners
to repeat the last word of low-predictability~‘‘The old man
discussed the dive.’’! and high-predictability~‘‘The watch-a!Electronic mail: sandra.trehub@utoronto.ca
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dog gave a warning growl.’’! sentences presented in multi-
talker babble. The presumption is that low-predictability sen-
tences depend primarily on sensory function, and that high-
predictability sentences engage cognitive as well as sensory
functions~Kalikow et al., 1977!. Children’s~9- and 11-year-
olds’! poor performance on both types of sentences led El-
liott ~1979! to conclude that the SPIN task was inappropriate
for use with children under the age of 15. The required ver-
bal responses are potentially problematic for listeners with
limitations in articulation and memory. Indeed, picture-
pointing responses yield substantially higher performance
levels for young children than do verbal responses~Elliott
et al., 1979!. Although feedback about performance is also
known to enhance accuracy~Green and Swets, 1966; Smith
and Hodgson, 1970!, such feedback is often excluded from
developmental investigations~e.g., Elliott et al., 1979; Nit-
trouer and Boothroyd, 1990!. Its absence may have detri-
mental consequences on children’s motivation.

Nittrouer and Boothroyd~1990! tested 4- to 6-year-old
children on a task that may be even more demanding than the
SPIN task. Children were required to repeat various types of
verbal material presented in noise, including nonsense syl-
lables, monosyllabic words, and four-word sentences, some
of which were semantically and/or syntactically anomalous
~e.g., ‘‘Sing his get throw,’’ ‘‘Lend them less joy’’!. Seman-
tic and syntactic anomalies are likely to be especially con-
fusing for young children. Unfortunately, Nittrouer and Boo-
throyd ~1990! did not confirm that young children were
capable of repeating such anomalous sentences under opti-
mal listening conditions.

The primary goal of the present investigation was to
determine whether noise impairs children’s identification of
speech to a greater extent than it does for adults. In other
words, does noise affect children’s perception of speech be-
yond what would be expected from adult–child differences
in auditory sensitivity? Unlike previous adult–child compari-
sons that evaluated all listeners at identical SNRs~e.g., El-
liott, 1979; Nittrouer and Boothroyd, 1990!, the present
study identified SNRs that yielded 85% correct performance
~i.e., a low-noise condition! for 5-year-olds, 9-year-olds, 11-
year-olds, and adults. A high-noise condition was created by
adding 7 dB of noise. Based on adult–child differences in the
detection of auditory signals in quiet~e.g., Schneideret al.,
1986; Trehubet al., 1988! and in noise~Schneideret al.,
1989!, 5-year-olds were expected to require at least 5-dB less
background noise than adults to achieve comparable~85%
correct! performance in low noise. Additional noise may
differentially affect lexical access, leading to more adverse
consequences for young children than for older children and
adults. In such circumstances, performance differences be-
tween low- and high-noise contexts should be greater for
children than for adults. Alternatively, adult–child differ-
ences could arise from poor allocation of attention on the
part of children. Were this the case, children would have to
guess more often than adults. Thus they would require more
favorable SNRs to reach 85% correct performance than
would be expected from differences in sensory functioning
alone~5 dB!. Simple models of inattention~e.g., Wightman
and Allen, 1992! would predict that performance differences

between low- and high-noise conditions would be less pro-
nounced for children than for adults. If, however, the effects
of noise were attributable primarily to sensory factors~i.e.,
processes involved in converting acoustic-phonetic informa-
tion into electrical impulses in the brain! rather than some
combination of sensory and nonsensory factors~e.g., inatten-
tion and/or interference with lexical access!, then high noise
should produce comparable decrements in performance
across age.

The available evidence does not favor a single hypoth-
esis. According to Elliott~1979!, perceptual and cognitive
factors contribute jointly to children’s poor performance on
the SPIN task. Nittrouer and Boothroyd~1990! argue, how-
ever, that children’s poor performance on their task resulted
from perceptual factors. Although some researchers claim
that inattention cannot account for adult–child differences in
auditory detection or discrimination tasks~e.g., Schneider
and Trehub, 1992!, others suggest that inattention is largely
responsible for age-related differences, especially when
adaptive procedures are used~e.g., Wightman and Allen,
1992!. Finally, Hnath-Chisholmet al. ~1998! attribute young
children’s poor speech discrimination to cognitive factors
coupled with immature phonological development.

A second goal of the present investigation was to de-
velop a procedure that would minimize cognitive demands
and maximize comparability across a broad age range. A
four-alternative, picture-pointing task was used because of
its documented success with young children~Goldmanet al.,
1976; Geffneret al., 1996! and its obvious advantages over
word-generation tasks~Elliott et al., 1979!. Target words
were presented in a low-context carrier phrase~‘‘Touch the
X’’ ! because of the present focus on perceptual, or bottom-
up, factors and the reported advantage of sentential contexts
over words presented in isolation~Craig, 1988!. Target
words were restricted to those that were familiar to 5-year-
olds, the youngest age group in the present study. Moreover,
target words and foils were highly contrastive phonologically
so that children would not be penalized for their lesser pho-
nological awareness~Treiman, 1985!. Sentences were pre-
sented in multitalker babble~Bilger et al., 1984! rather than
spectrally matched noise~Boothroyd and Nittrouer, 1988;
Nittrouer and Boothroyd, 1990! because babble is a more
effective masker of speech~Carhart et al., 1969; Elliott
et al., 1979; Lewiset al., 1988!. A female speaker was used
because of the predominance of female caregivers and edu-
cators in the lives of young children. Finally, a motivating,
gamelike atmosphere was created by presenting the pictorial
response options on a touch-sensitive screen and providing
automated visual feedback for correct and incorrect re-
sponses.

II. METHOD

A. Participants

The participants were 24 children 5.0–5.5 years of age
(M55.25 years), 24 children 9.0–9.5 years of age (M
59.25 years), 24 children 11.0–11.5 years of age (M
511.25 years), and 24 adults 19–28 years of age (M
522.7 years), none of whom had health problems or a his-
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tory of hearing loss. Equal numbers of males and females
were included in each age group. No participant had experi-
enced frequent ear infections or pressure-equalizing tubes in
the past; none had a cold on the day of testing. Children’s
age and their family’s middle- to upper-middle-class status
made it unlikely that serious middle-ear problems had gone
undetected; thus no tympanometric screening was under-
taken. The children were all native English speakers and the
adults were either native speakers or had learned English by
6 years of age (N53). Additional children were excluded
because of experimenter error~one 9-year-old! or inatten-
tiveness~four 5-year-olds and one 9-year-old!, which in-
cluded the following behaviors: responding before hearing
the entire sentence on more than two trials, excessive fidg-
eting, talking during sentence presentation, talking exces-
sively between test trials, or not completing one or both ex-
perimental conditions.

B. Apparatus and stimuli

Testing occurred in a double-wall sound-attenuating
booth, 332.832 m in size. Participants were seated facing a
nonglare touch screen monitor~Goldstar 1465DLs! 33
333 cm. Loudspeakers~KEF Model 101! were 45° to the
left and right of the participant~distance of 70 cm! at ap-
proximate ear level. All sentences, which were spoken by the
same young woman, were digitized at a rate of 20 kHz by
means of a 16-bit Tucker Davis~DD1! analog-to-digital con-
verter. The babble portion of SPIN forms used by Pichora-
Fuller et al. ~1995! was similarly digitized and stored. Sen-
tence files and babble files were converted to analog form
using Tucker Davis digital-to-analog converters under the
control of a computer with a Pentium processor. Sentence
and babble amplitudes were controlled separately using pro-
grammable attenuators. After mixing, the combined signals
were amplified~SAE 2600! and presented over loudspeakers
located inside the testing booth. Sound-field levels were de-
termined in the absence of the listener with a Bruel and Kjaer
1/2-in microphone.

The multitalker babble, which did not contain energy
above 8 kHz, consisted of eight voices, both male and fe-
male, reading from newspapers~see Bilgeret al., 1984!. The
degree to which a speech signal is masked by babble will
depend on the spectral characteristics of the speech relative
to that of the background babble. Figure 1~dashed line!
shows the distribution of average spectral power in the back-
ground babble. This distribution was obtained by averaging
the power spectra of 40 independent 1-s samples of the
babble background. The average power spectrum was then
normalized by dividing it by the total power in the average
spectrum. This normalized average power spectrum was con-
verted to decibels and plotted in Fig. 1. The average power in
the babble background declines with increasing frequency at
a rate of approximately 3-dB/octave for frequencies up to
approximately 700 Hz, and 12-dB/octave for frequencies
higher than 700 Hz. Also shown in Fig. 1 is the average
power spectrum for the male voice used in the modified
SPIN test~Bilger et al., 1984!. This spectrum was obtained
by averaging the power spectra~1-s samples taken from the
beginning of each sentence! of the first 40 SPIN sentences

from Form 1. The average power spectrum was then normal-
ized by dividing it by the total power in the average spec-
trum. Clearly, the relative power spectrum of the male voice
from the SPIN test closely matches that of the babble back-
ground. By contrast, Fig. 2 plots the relative power spectrum
of the female voice used in the present experiment. This
spectrum was obtained by averaging the power spectra of the
40 test sentences~1-s samples taken from the beginning of
each sentence!. Not only was the fundamental frequency of
the female speaker~255 Hz! much higher than that of the
male speaker, but the distribution of power in the female
voice was heavily weighted toward the higher frequencies.

The female speaker’s high degree of power at the high
frequencies vastly improves the SNR at these frequencies. If
we adjust the total power in the babble to equal the total
power in each of the speech signals~an overall SNR of 0
dB!, the average SNR for the male speaker is20.06 dB in
the 0–1.5-kHz region and14.49 dB in the 1.5–5-kHz re-
gion. By contrast, the average SNR for the female speaker is
22.40 dB in the 0–1.5-kHz region and116.92 dB in the
1.5–5-kHz region. Thus the male speaker enjoys a 2.34-dB
advantage at the low frequencies whereas the female speaker
enjoys a 12.4-dB advantage at the high frequencies. Because
it is usually assumed that the low- and high-frequency por-

FIG. 1. Averaged power spectra of the babble used in the present study and
the male speaker of the SPIN sentences~Bilger et al., 1984!.

FIG. 2. Averaged power spectra of the babble and the female speaker from
the present study.
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tions of the spectrum contribute equally to speech recogni-
tion, we might expect the female speaker to enjoy a 12-dB
advantage relative to the male speaker in the babble back-
ground.

Speech stimuli consisted of the prompt, ‘‘Touch the
,’’ and a target word~e.g., ‘‘ball’’ !. Target words con-

sisted of 40 monosyllabic nouns for the test phase and an
additional 20 words~monosyllabic and polysyllabic! for the
training phase. The sentences were presented at approxi-
mately 44 dB~A scale!. This level was chosen to ensure that
young children would not be exposed to sound levels ex-
ceeding 80 dB~A!. Root-mean-square~rms! values were cal-
culated and adjusted such that each sentence was presented
at an equal rms value following the procedure described in
Schneideret al. ~2000!. SNR was varied by adjusting the
level of babble~F0 : 185 Hz!. Pilot-testing established the
SNR at which each age group achieved approximately 85%
correct performance:228 dB for 5-year-olds,230 dB for
9-year-olds,231 dB for 11-year-olds, and233 dB for
adults. These levels were designated low-noise conditions.
High-noise conditions were created for each age group by
decreasing the SNR in the low-noise condition~i.e., the level
yielding 85% correct performance! by 7 dB, resulting in
SNRs of235 dB for 5-year-olds,237 dB for 9-year-olds,
238 dB for 11-year-olds, and240 dB for adults. SNRs for
the training phase were set lower than those in the low-noise
conditions: 0,25, 26, and28 dB for 5-year-olds, 9-year-
olds, 11-year-olds, and adults, respectively.

Visual stimuli consisted of 60 black-and-white
Snodgrass line drawings of familiar, concrete objects
~Snodgrass and Vanderwart, 1980!. All pictures were chosen
on the basis of 4- and 5-year-olds’ ability to correctly name
the image. An independent sample of 32 children 4.0 to 5.5
years of age was asked to verbally identify each of the 60
pictures. Inclusion of a picture in the stimulus set required at
least 88% of children correctly identifying it. The average
correct identification of pictures was 96.8%.

C. Procedure

All participants were tested individually. A trial, which
was initiated by means of a button box located inside the
testing booth, consisted of the simultaneous presentation of
vocal stimuli ~sentence and noise! and visual stimuli~pic-
tures!. A sentence in low or high noise was accompanied by
an array of four different images, one appearing in each cor-
ner of the touch screen. Sentences were selected randomly
without replacement. The multitalker babble began with the
onset of the sentence and terminated when the sentence
ended. The visual array included the target image and three
foils selected randomly from the remaining images. A pic-
ture could appear as a target only once and as a foil three
times during the test phase. The only other restriction on
foils was that an item could not serve as a foil immediately
after it was presented as a target. The locations of targets and
foils were selected randomly on each trial. Feedback for cor-
rect performance consisted of the target picture flashing in
the middle of the screen. Incorrect selections resulted in the
screen going blank.

The instructions were tailored to the age of participants.
The experimenter explained to 5-year-old children that if
they only hear part of a word, they should choose the picture
that sounds similar to what they hear~e.g., ‘‘If you hear ‘irt’
and there are pictures of a can, plate, shirt, and boat on the
screen, you should pick the shirt since ‘shirt’ sounds the
most like ‘irt’.’’ !. Older children and adults were told that
the pictures were identifiable by basic-level terms. For ex-
ample, a picture of a shirt would be identified by the word
‘‘shirt,’’ not ‘‘button-down’’ or ‘‘clothing.’’ No other ex-
plicit strategies were provided.

The test session consisted of a training phase and a test
phase. All participants had to meet a training criterion of
correctly identifying 4 targets in a row within 16 trials; on
average, listeners achieved the training criterion in 6.04 tri-
als. After reaching the criterion, participants advanced to the
test phase, consisting of 40 trials in the low-noise condition
and another 40 trials in the high-noise condition. The two
conditions, which were separated by a short break, were
counterbalanced such that half of the participants received
the low-noise condition first and the other half received the
high-noise condition first. Adults and older children initiated
trials at their preferred pace. The experimenter initiated trials
for 5-year-olds when she judged them to be ready and atten-
tive. The experimenter remained in the testing booth during
the entire session for children, offering verbal reinforcement
and encouragement when appropriate. An additional motiva-
tional technique was used with the 5-year-olds. After every
four trials, children received a colored sticker to place in an
‘‘incomplete’’ black-and-white picture. At the end of the 40
trials, the child had completed the picture. A new picture was
made in the second condition.

III. RESULTS

Figure 3 plots correct performance at each noise level
for each age group. Performance~percent correct! in the low-
noise condition did not differ significantly across age groups,
as confirmed by a one-way ANOVA,F(3,92)5.491, p
5.689. Recall, however, that SNRs were selected to equalize
performance in low noise across age levels. To examine
whether the high-noise condition differentially affected
younger children, a 2343232 repeated-measures
ANOVA was calculated with noise level as the within-
subject factor and age, sex, and presentation order~low or

FIG. 3. Percent correct identification as a function of noise level and age.
Error bars represent the standard error of the mean.
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high noise first! as between-subject factors. As expected, lis-
teners performed significantly better in low noise than in
high noise, F(1,80)5677.996, p,.00001 ~see Table I!.
There was no effect of age and no effect of gender, but there
was a significant effect of presentation order,F(1,80)
511.418,p5.001. Participants made more correct selections
when the low-noise condition was presented before the high-
noise condition than the reverse order~M low→high574.79%,
Mhigh→low570.96%!. The only two-way interaction that
achieved statistical significance was a noisex order interac-
tion, F(1,80)524.899, p,.001, reflecting listeners’ im-
proved performance in the high-noise condition when it was
preceded by the low-noise condition. No higher-order inter-
actions were significant.

To examine potential age-related differences with regard
to the noisex order interaction, a 234 ANOVA was calcu-
lated using performance in high noise as the dependent vari-
able, with order and age as independent variables. Not sur-
prisingly, there was a significant effect of order,F(1,88)
527.15,p,.001, but no effect of age or agex order inter-
action ~see Fig. 4!. However, one-way ANOVAs conducted
on each age group separately revealed that the order effect in
high noise was somewhat more pronounced for 9-year-olds,
11-year-olds, and adults@F(1,22)55.62, p,.03, F(1,22)
57.16, p,.02, andF(1,22)511.48,p,.005, respectively#
than for 5-year-olds@F(1,22)53.47,p5.076#.

Patterns of performance were also examined for poten-
tial age-related improvement within the test sessions. Gender
was excluded from this analysis because it had no effect in

the main analysis. Given that the order effect was noise-level
specific, analyses were conducted separately for each noise
condition. A 234 repeated measures ANOVA was per-
formed using percent correct per half in low noise~i.e., first
20 trials vs final 20 trials! as the within-subject factor and
age as the between-subject factor. Order was excluded from
this analysis because it had no effect in low noise. Listeners
performed more accurately in the second half of the test ses-
sion than in the first half,F(1,92)512.405, p5.001, ~M
586.09%,M581.98%, respectively!. No age effect or age
x half interaction was observed~see Table II!. In the high-
noise condition, a 23234 repeated measures ANOVA,
with half as the within-subject variable and order and age as
between-subject variables, revealed an order effect,F(1,88)
527.591,p,.001, reflecting the effect found in the main
analysis. No additional main effects or higher-order interac-
tions were observed.

Table III indicates the relative difficulty of identifying
particular target words, in descending rank order. Note, for
example, that MOON~rank540! was the most difficult tar-
get to identify out of this sample of items, with TREE
~rank52.13! being the easiest. To determine whether listen-
ers found the same targets difficult, the average rank across
age groups was correlated with the rankings by individual
age groups. As shown in Table IV, these strong positive
correlations reflect the fact that all listeners, irrespective of
age, experienced comparable difficulty with the same target
words.

IV. DISCUSSION

When the accuracy of speech identification by 5-year-
olds, 9-year-olds, 11-year-olds, and adults was equated in

FIG. 4. Percent correct identification in high noise as a function of age and
order. Error bars represent the standard error of the mean.

TABLE I. Percent correct performance across age, noise level, and order of
presentation.

Low→High High→Low

Low-noise condition 83.85~6.12!a 84.32 ~5.62!
5-year-olds 83.96~4.94! 82.29 ~6.17!
9-year-olds 82.71~7.03! 84.58 ~5.52!
11-year-olds 82.92~7.06! 86.88 ~4.41!
Adults 85.83 ~5.47! 83.54 ~5.88!

High-noise condition 65.73~7.00! 57.60 ~7.85!
5-year-olds 63.75~6.26! 58.96 ~6.35!
9-year-olds 65.62~5.01! 60.42 ~5.72!
11-year-olds 63.54~6.52! 56.04 ~7.19!
Adults 70.00 ~10.82! 55.00 ~10.87!

aStandard deviations are in parentheses.

TABLE II. Percent correct performance per half in low noise.

1st Half 2nd Half

5-year-olds 81.04~8.97!a 85.21~7.44!
9-year-olds 82.71~9.09! 84.58~7.65!
11-year-olds 83.12~8.05! 86.46~9.26!
Adults 81.04~9.09! 88.12~5.67!

aStandard deviations are in parentheses.

TABLE III. Average difficulty of targets in descending rank order.

Target
Average

rank Target
Average

rank Target
Average

rank

MOON 40.00a WHEEL 24.75 HOUSE 9.88
BOOK 38.13 CLOCK 23.63 CAT 9.75
BALL 36.63 COW 21.63 GRAPES 9.63
FORK 36.50 BREAD 21.25 KEY 7.25
CORN 36.38 SPOON 21.13 SHOE 6.63
KNIFE 33.00 EAR 19.63 CHAIR 6.50
BELL 32.88 DOG 18.00 SUN 5.38
LEAF 31.63 DUCK 17.88 FISH 4.50
EYE 30.63 HAT 17.75 SNAKE 2.63
FLAG 29.75 CAKE 17.63 TREE 2.13
FROG 29.38 HORSE 17.13
BED 27.63 BUS 15.38
HEART 26.75 HAND 14.88
TRUCK 26.00 KITE 13.50
PIG 25.50 PANTS 10.88

aMaximum rank is 40~i.e., most difficult!, minimum rank is 1~i.e., easiest!.
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low noise, the addition of further noise~7 dB! had compa-
rable consequences for all age groups. Note, however, that
5-year-olds still required SNRs~228 and235 dB at low-
and high-noise levels, respectively! that were 5 dB more fa-
vorable than those of adults~233 and240 dB! to obtain
comparable performance. These results are consistent with
evidence that 5-year-olds’ and adults’ absolute and masked
thresholds for narrow-band noise differ by approximately 5
dB ~Trehubet al., 1988; Schneideret al., 1989!. Moreover,
Elliott et al. ~1979!, using a four-alternative picture-pointing
response, found that 5-year-olds’ and adults’ identification
thresholds for monosyllables presented in babble differed by
approximately 5 dB. Comparable performance decrements
from high noise, regardless of age, imply that children’s per-
formance on the present task reflects their perceptual limita-
tions rather than cognitive or attentional limitations. In fact,
the minimal impact of nonsensory factors attests to the utility
of the present task, which featured low-context sentences,
words familiar to the youngest participants, a four-alternative
picture-pointing response, and visual reinforcement. More-
over, comparable difficulty with the same target words at all
age levels attests further to the role of sensory factors and to
the limited contribution of linguistic experience to the
present findings. Thus the findings support Nittrouer and
Boothroyd’s~1990! contention that age-related differences in
word identification in noisy backgrounds are largely due to
perceptual factors, provided the task is equally suitable for
all age levels.

Children and adults performed better in high noise when
it followed the low-noise condition rather than preceding it.
In other words, participants showed evidence of learning in
the initial low-noise condition that generalized to the subse-
quent high-noise condition. It is interesting to note that the
nonsignificant age trend in high-noise performance as a func-
tion of order parallels the nonsignificant age-related im-
provement in performance over the course of the low-noise
condition. Experience in a relatively undemanding situation
~low noise! may have allowed listeners to gain information,
perhaps about the speaker’s voice or other aspects of the
task, that facilitated subsequent performance under more dif-
ficult circumstances~high noise!. By contrast, experience in
high noise showed no such transfer effects.

Although the SNR required for word recognition is af-
fected by characteristics of the speaker’s voice, the nature of
the speech materials, and whether or not the materials are
from an open or closed set~Miller et al., 1951; Sumby and
Pollack, 1954!, it was still surprising to find young adults
recognizing 85% of the words at SNRs as low as233 dB.
The unusually low SNRs result, in part, from the spectral
characteristics of the female voice in relation to the back-
ground babble. Recall that the speaker’s power at the higher
frequencies translated to a 12-dB advantage in SNR relative

to the male speaker used in the SPIN task~Bilger et al.,
1984!. Moreover, the closed-set response~i.e., selecting from
four alternatives! undoubtedly contributed to the high levels
of performance at such low SNRs. To ascertain the conse-
quences of open-set responding, an independent sample of
20 adults~6 males, 14 females; ages 19–25! was tested on
the same target words without the pictorial alternatives. After
listening to each of the same sentences in the same babble
background at222 dB SNR or218 dB SNR, adults identi-
fied the last word of the sentence by means of written re-
sponses. Listeners achieved 81.125% and 89.17% correct
performance at222 and218 dB SNR, respectively. Thus
the SNR that would yield 85% correct performance with
open-set responding is approximately220 dB. In other
words, the change from a closed set of four alternatives to an
open set resulted in a 13-dB shift in SNR. Milleret al.
~1951! found a comparable shift between a 256-word re-
sponse set and a 4-word response set. The 13-dB advantage
attributable to the four-alternative response set coupled with
the 12-dB high-frequency advantage for the female voice can
account for the performance levels obtained with the unusu-
ally low SNRs in the present experiment.

Although equivalent additions of noise had comparable
effects on children and adults in the present task, such noise
increments could have differential consequences in situations
that accord a greater role to cognitive, or top-down, factors.
For example, the use of high-predictability as well as low-
predictability sentences would reveal whether noise inter-
feres with children’s ability to profit from contextual infor-
mation. The present procedure could be used to investigate
this question and others involving the identification of
speech in quiet and in noise.

V. CONCLUSIONS

Children 5, 9, and 11 years of age required more favor-
able SNRs than young adults to achieve comparable accu-
racy on low-context sentences presented in background
babble. Nevertheless, equivalent increases in noise level led
to similar performance decrements for all age groups. The
findings are consistent with the view that bottom-up~sen-
sory! processing plays the primary role in children’s and
adults’ perception of simple, low-context sentences in noisy
backgrounds. The availability of a sensitive means for evalu-
ating children’s perception of speech in noise will make it
possible to document the impact of noise in situations with
varying cognitive demands. In particular, it will allow us to
delineate the relative contribution of perceptual and cogni-
tive factors to the identification of spoken messages varying
in complexity and listening conditions.
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TABLE IV. Spearman correlation coefficients relating overall average rank-
ing with rankings of individual age groups.

5-year-olds 9-year-olds 11-year-olds Adults

Average .93a .91 .95 .93

aAll correlations are significant to thep5.01 level ata5.5.

3028 3028J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Fallon et al.: Speech in noise



Berg, K. M., and Smith, M. C.~1983!. ‘‘Behavioral thresholds for tones
during infancy,’’ J. Exp. Child Psychol.35, 409–425.

Bilger, R. C., Nuetzel, J. M., Rabinowitz, W. M., and Rzeczkowski, C.
~1984!. ‘‘Standardization of a test of speech perception in noise,’’ J.
Speech Hear. Res.27, 32–48.

Boothroyd, A., and Nittrouer, S.~1988!. ‘‘Mathematical treatment of con-
text effects in phoneme and word recognition,’’ J. Acoust. Soc. Am.84,
101–114.

Carhart, R., Tillman, T. W., and Greetis, E. S.~1969!. ‘‘Perceptual masking
in multiple sound backgrounds,’’ J. Acoust. Soc. Am.45, 694–703.

Chermak, G. D., and Dengerink, J.~1981!. ‘‘Word identification in quiet
and in noise: A re-examination,’’ Scand. Audiol.10, 55–60.

Craig, C. H.~1988!. ‘‘Effect of three conditions of predictability in word-
recognition performance,’’ J. Speech Hear. Res.31, 588–592.

Elliott, L. L. ~1979!. ‘‘Performance of children aged 9 to 17 years on a test
of speech intelligibility in noise using sentence material with controlled
word predictability,’’ J. Acoust. Soc. Am.66, 651–653.

Elliott, L. L. ~1995!. ‘‘Verbal auditory closure and the Speech Perception in
Noise ~SPIN! Test,’’ J. Speech Hear. Res.38, 1363–1376.

Elliott, L. L., Clifton, A. B., and Servi, D. G.~1983!. ‘‘Word frequency
effects for a closed-set word identification task,’’ Audiol.22, 229–240.

Elliott, L. L., Connors, S., Kille, E., Levin, S., Ball, K., and Katz, D.~1979!.
‘‘Children’s understanding of monosyllabic nouns in quiet and in noise,’’
J. Acoust. Soc. Am.66, 12–21.

Elliott, L. L., and Katz, D. R.~1980!. ‘‘Children’s pure-tone detection,’’ J.
Acoust. Soc. Am.67, 343–344.

Gat, I. B., and Keith, R. W.~1978!. ‘‘An effect of linguistic experience:
Auditory word discrimination by native and non-native speakers of En-
glish,’’ Audiol. 17, 339–345.

Geffner, D., Lucker, J. R., and Koch, W.~1996!. ‘‘Evaluation of auditory
discrimination in children with ADD and without ADD,’’ Child Psychia-
try Human Devel.26, 169–180.

Goldman, R., Fristoe, M., and Woodcock, R. W.~1976!. Test of Auditory
Discrimination ~American Guidance Service, Circle Pines, MN!.

Green, D. M., and Swets, J. A.~1966!. Signal Detection Theory and Psy-
chophysics~Wiley, New York!, pp. 317–318.

Hétu, R., Truchon-Gagnon, C., and Bilodeau, S. A.~1990!. ‘‘Problems of
noise in school settings: A review of the literature and the results of an
exploratory study,’’ J. Speech Lang. Pathol. Audiol.14, 31–39.

Hnath-Chisholm, T. E., Laipply, E., and Boothroyd, A.~1998!. ‘‘Age-
related changes on a children’s test of sensory-level speech perception
capacity,’’ J. Speech Lang. Hear. Res.41, 94–106.

Kalikow, D. N., Stevens, K. N., and Elliott, L. L.~1977!. ‘‘Development of
a test of speech intelligibility in noise using sentence materials with con-
trolled word predictability,’’ J. Acoust. Soc. Am.61, 1337–1361.

Lewis, H. D., Benignus, V. A., Muller, K. E., Mallott, C. M., and Barton, C.
N. ~1988!. ‘‘Babble and random-noise masking of speech in high and low
context cue conditions,’’ J. Speech Hear. Res.31, 108–114.

Mayo, L. H., Florentine, M., and Buus, S.~1997!. ‘‘Age of second-language
acquisition and perception of speech in noise,’’ J. Speech Hear. Res.40,
686–693.

Miller, G. A., Heise, G. A., and Lichten, W.~1951!. ‘‘The intelligibility of
speech as a function of the context of the test materials,’’ J. Exp. Psychol.
41, 329–335.

Mills, J. H. ~1975!. ‘‘Noise and children: A review of literature,’’ J. Acoust.
Soc. Am.58, 767–779.

Nittrouer, S., and Boothroyd, A.~1990!. ‘‘Context effects in phoneme and
word recognition by young children and older adults,’’ J. Acoust. Soc.
Am. 87, 2705–2715.

Pichora-Fuller, M. K., Schneider, B. A., and Daneman, M.~1995!. ‘‘How
young and old adults listen to and remember speech in noise,’’ J. Acoust.
Soc. Am.97, 593–608.

Roche, A. F., Siervogel, R. M., Himes, J. H., and Johnson, D. L.~1978!.
‘‘Longitudinal study of hearing in children: Baseline data concerning au-
ditory thresholds, noise exposure, and biological factors,’’ J. Acoust. Soc.
Am. 64, 1593–1601.

Rosenwieg, M., and Postman, L.~1957!. ‘‘Intelligibility as a function of
frequency of usage,’’ J. Exp. Psychol.54, 412–422.

Schneider, B. A., Daneman, M., Murphy, D., and Kwong-See, S.~2000!.
‘‘Listening to discourse in distracting settings: The effects of aging,’’
Psychol. Aging.15, 110–125.

Schneider, B. A., and Trehub, S. E.~1992!. ‘‘Sources of developmental
change in auditory sensitivity,’’ inDevelopmental Psychoacoustics, edited
by L. A. Werner and E. W. Rubel~APA, Washington, DC!, pp. 3–46.

Schneider, B. A., Trehub, S. E., Morrongiello, B. A., and Thorpe, L. A.
~1986!. ‘‘Auditory sensitivity in preschool children,’’ J. Acoust. Soc. Am.
79, 447–452.

Schneider, B. A., Trehub, S. E., Morrongiello, B. A., and Thorpe, L. A.
~1989!. ‘‘Developmental changes in masked thresholds,’’ J. Acoust. Soc.
Am. 86, 1733–1742.

Sinnott, J., Pisoni, D., and Aslin, R.~1983!. ‘‘A comparison of pure tone
auditory thresholds in human infants and adults,’’ Infant Behav. Dev.6,
3–18.

Smith, K. E., and Hodgson, W. R.~1970!. ‘‘The effects of systematic rein-
forcement on the speech discrimination responses of normal and hearing-
impaired children,’’ J. Audiol. Res.10, 110–117.

Snodgrass, J. G., and Vanderwart, M.~1980!. ‘‘A standardized set of 260
pictures: Norms for name agreement, image agreement, familiarity, and
visual complexity,’’ J. Exp. Psychol Human Learn. Mem.6, 174–215.

Sumby, W. H., and Pollack, I.~1954!. ‘‘Visual contribution to speech intel-
ligibility in noise,’’ J. Acoust. Soc. Am.26, 212–215.

Summerfield, Q., Palmer, A. R., Foster, J. R., Marshall, D. H., and Twomey,
T. ~1994!. ‘‘Clinical evaluation and test-retest reliability of the IHR-
McCormick Automated Toy Discrimination Test,’’ Br. J. Audiol.28,
165–179.

Trehub, S. E., Schneider, B. A., Morrongiello, B. A., and Thorpe, L. A.
~1988!. ‘‘Auditory sensitivity in school-age children,’’ J. Exp. Child Psy-
chol. 46, 273–285.

Treiman, R.~1985!. ‘‘Phonemic awareness and spelling: Children’s judg-
ments do not always agree with adults’,’’ J. Exp. Child Psychol.39, 182–
201.

Wightman, F., and Allen, P.~1992!. ‘‘Individual differences in auditory
capability among preschool children,’’ inDevelopmental Psychoacoustics,
edited by L. A. Werner and E. W. Rubel~APA, Washington, DC!, pp.
113–133.

Wimmer, H., Landerl, K., Linortner, R., and Hummer, P.~1991!. ‘‘The
relationship of phonemic awareness to reading acquisition: More conse-
quence than precondition but still important,’’ Cognition40, 219–249.

Yoneshige, Y., and Elliott, L. L.~1981!. ‘‘Pure-tone sensitivity and ear
canal pressure at threshold in children and adults,’’ J. Acoust. Soc. Am.
70, 1272–1276.

3029 3029J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Fallon et al.: Speech in noise



Relationship between N1 evoked potential morphology
and the perception of voicing
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Auditory evoked potential~AEP! correlates of the neural representation of stimuli along a /ga/–/ka/
and a /ba/–/pa/ continuum were examined to determine whether the voice-onset time~VOT!-related
change in theN1 onset response from a single to double-peaked component is a reliable indicator
of the perception of voiced and voiceless sounds. Behavioral identification results from ten subjects
revealed a mean category boundary at a VOT of 46 ms for the /ga/–/ka/ continuum and at a VOT
of 27.5 ms for the /ba/–/pa/ continuum. In the same subjects, electrophysiologic recordings revealed
that a singleN1 component was seen for stimuli with VOTs of 30 ms and less, and two components
~N18 andN1! were seen for stimuli with VOTs of 40 ms and more for both continua. That is, the
change inN1 morphology~from single to double-peaked! coincided with the change in perception
from voiced to voiceless for stimuli from the /ba/–/pa/ continuum, but not for stimuli from the
/ga/–/ka/ continuum. The results of this study show thatN1 morphology does not reliably predict
phonetic identification of stimuli varying in VOT. These findings also suggest that the previously
reported appearance of a ‘‘double-peak’’ onset response in aggregate recordings from the auditory
cortex does not indicate a cortical correlate of the perception of voicelessness. ©2000 Acoustical
Society of America.@S0001-4966~00!00512-9#

PACS numbers: 43.71.Pc, 43.71.An, 43.64.Qh@CWT#

I. INTRODUCTION

The aim of the research reported here was to examine
the relationship between the morphology of theN1 compo-
nent of the cortical auditory evoked potential~AEP! and the
perception of the voicing contrast in syllable initial position.
In a previous study~Sharma and Dorman, 1999!, we re-
corded behavioral responses and AEPs in response to stimuli
along a synthesized /da/–/ta/ continuum in which the voice-
onset time~VOT! of the syllables varied from 0 to 80 ms.
The results of the behavioral experiment revealed, as ex-
pected, a sharp category boundary between /da/ and /ta/
around the same VOT for all listeners. The results of the
electrophysiologic experiment showed two distinct onset re-
sponses~N18 andN1! of the AEP that behaved differently in
response to VOT. Based on the latencies of the two compo-
nents, Sharma and Dorman~1999! concluded that the first
component (N18) occurred in response to the burst at the
beginning of each syllable and that the second component
(N1) occurred in response to voicing onset. Of particular
interest was their finding that for sounds with a short lag in
voicing ~perceived as /da/! only a single component (N1)
was seen, while for sounds with longer VOTs~perceived as
/ta/! two distinct components~N18 and N1! were observed
in the AEP waveform. That is, in Sharma and Dorman’s
study the physiologic discontinuity inN1 morphologycoin-
cidedwith the change in perception from /da/ to /ta/ across
the category boundary.

Sharma and Dorman’s~1999! findings were consistent
with some earlier human and animal work which had also
examined VOT encoding in the auditory cortex. For ex-

ample, Steinscheideret al. ~1995! and McGeeet al. ~1996!,
who examined evoked responses from the auditory cortex of
awake moneys and guinea pigs, respectively, and Stein-
schneideret al. ~1999!, who examined intracortical evoked
responses in humans, reported that voiced syllables and syl-
lables with short VOTs elicited a ‘‘single-onset’’ response in
the AEP waveform, and that a robust ‘‘double-onset’’ re-
sponse was observed only for sounds with longer VOTs~i.e.,
sounds that are typically perceived as voiceless by human
listeners!.

In all these studies, the appearance of a clearly apparent
double-peaked onset response in the AEP waveform coin-
cided with a stimulus identified as voiceless. Therefore, it is
possible that the change inN1 from a single to double-
peaked component actuallypredictsa change in perception
of phonetic categories. If this were the case, then theN1
might provide a clinically useful technique to measure VOT
perception. Towards this end, we examinedN1 correlates of
neural representation of VOT in a /ba/–/pa/ and /ka/–/ga/
stimulus continuum to determine whether the appearance of
VOT-related changes in theN1 waveform is a reliable indi-
cator of perceptual identification of voiced and voiceless
sounds. The /ba/–/pa/ and /ga/–/ka/ continua were chosen
because the voicing boundaries differ for the two continua.

II. BEHAVIORAL EXPERIMENT

A. Method

1. Subjects

Five females and five males ranging in age from 20–30
years with a mean age of 25 years were paid $5/h to partici-a!Electronic mail: anu.sharma@asu.edu
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pate as subjects. All subjects were monolingual native speak-
ers of American English who reported no history of speech
or hearing disorders.

2. Stimuli

Two sets of continua of CV speech sounds varying in
VOT were generated using the Klatt~1980! speech synthe-
sizer. One continuum consisted of seven tokens varying per-
ceptually from /ga/ to /ka/ and the other continuum consisted
of six tokens varying perceptually from /ba/ to /pa/. In each
syllable, a brief burst of friction noise was present at syllable
onset and from syllable onset toF1 onset the higher for-
mants were excited using aspiration noise. For the /ga/–
/ka/ continuum, the aspirated interval corresponded to VOT
which was varied from 0–70 ms. The center frequency ofF1
was 310 Hz for the first 10 ms and increased to its steady-
state value of 521 Hz at 60 ms.F2 decreased from 1920 to
1568 Hz over a 50-ms transition duration andF3 remained
at 2500 Hz throughout the syllable. For the /ba/–/pa/ con-
tinuum, the aspirated interval corresponded to VOT which
was varied from 0–60 ms. The center frequency ofF1 was
435 Hz for the first 10 ms of the syllable and increased to its
steady-state value of 650 Hz at 40 ms.F2 increased from
1250 to 1490 Hz over a 40-ms transition duration andF3
increased from 2300 to 2470 Hz over a 50-ms transition

duration. In both continua, the overall duration of each syl-
lable was 200 ms. Stimuli were equated in intensity within 1
dB of each other and were presented to subjects at 75 dB
SPL binaurally over headphones.

3. Procedure

Subjects performed a two-choice identification experi-
ment with the stimuli from each stimulus continuum. That is,
subjects were asked to listen to the syllables and classify
them as either /ba/, /pa/ or /ga/, /ka/. Subjects were asked to
indicate their responses by clicking with a computer mouse
on panels marked BA, PA, GA, and KA appearing on the
computer screen. Subjects were given an initial practice ses-
sion where they heard every stimulus from each continuum
once in order. After the practice session, ten repetitions of
each stimulus in a continuum were presented to the subject
in random order. The order of presentation of the /ga/–/ka/
and /ba/–/pa/ stimulus continua was randomized across sub-
jects.

B. Results

Responses to each of the 13 tokens in the two continua
were collapsed across subjects. The group means for each

FIG. 1. Mean identification functions for the /ga/–/ka/ continuum. Stimuli
with VOTs of 0–30 ms were identified as /ga/, while stimuli with VOTs of
60–70 ms were identified as /ka/. The category boundary between /ga/ and
/ka/ was at a VOT of 46 ms.

FIG. 2. Mean identification functions for the /ba/–/pa/ continuum. Stimuli
with VOTs of 0–20 ms were identified as /ba/, while stimuli with VOTs of
40–60 ms were identified as /pa/. The category boundary between /ba/ and
/pa/ lay at a VOT of 27.5.

FIG. 3. Grand-averagedN1 responses elicited by stimuli in the /ga/–/ka/
continuum. Responses to stimuli with VOTs of 30 ms or less showed a
single negativity (N1) indicated by the dashed line. Responses to stimuli
with VOTs of 40 ms or more showed two distinct negative components
~N18 andN1! indicated by dashed lines.
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token are shown in Fig. 1 for /ga/–/ka/ and Fig. 2 for /ba/–
/pa/. As can be seen in Fig. 1, for the /ga/–/ka/ continuum,
stimuli with VOT of 0–30 ms were consistently identified as
/ga/ while stimuli with VOT of 60–70 ms were consistently
identified as /ka/. The boundary~i.e., the 50% identification
point! between the /ga/–/ka/ categories occurred at a VOT of
46 ms. As can be seen in Fig. 2, for the /ba/–/pa/ continuum,
stimuli with VOT of 0–20 ms were consistently identified as
/ba/ while stimuli with VOT of 40–60 ms were consistently
identified as /pa/. The boundary~i.e., the 50% identification
point! between the /ba/–/pa/ categories occurred at a VOT of
27.5 ms.

III. ELECTROPHYSIOLOGIC EXPERIMENT

A. Methods

1. Subjects

Electrophysiologic recordings were obtained in the same
ten subjects who performed in the behavioral experiment.

2. Stimuli

The /ga/–/ka/ and /ba/–/pa/ stimulus continua were
identical to those used in the behavioral identification experi-
ment. Repeated presentations of each stimulus separated by
an onset-to-offset interstimulus interval~ISI! of 800 ms were
used to elicit theN1. The order of presentation of stimuli
was counterbalanced across subjects.

3. Recording procedures

During N1 recordings, subjects were seated comfortably
in a sound-treated booth. To control for arousal state and to
minimize their attention to the test stimuli, subjects watched
a videotaped movie of their choice. Subjects were asked to
ignore the stimuli that were presented through an insert ear-
phone at 75 dB SPL in the right ear. Videotape audio levels
were kept below 40 dBSPL.

A Neuroscan Inc. data acquisition system was utilized to
record the auditory evoked potentials. Silver-chloride elec-
trodes were placed on the scalp at midline~Fz, Cz, and Pz!
locations. A reference electrode was placed on the right mas-
toid and a ground electrode was positioned on the forehead.
Eye movements were monitored with a bipolar electrode
montage ~supraorbital to lateral canthus!. Averaging was
suspended when the eye channel recorded blinks. The re-
cording window included a 100-ms prestimulus period and
500-ms poststimulus time. Evoked responses were recorded
in response to each stimulus; 250–300 sweeps analog filtered
on-line from 0.1 to 100 Hz were collected. The digitization
rate was 2 kHz. Total testing time for each subject was ap-
proximately 2 h and breaks were provided to subjects as
necessary.

4. Data analysis

For individual subjects, sweeps were corrected to the
average baseline, and sweeps that were greater than6100
microvolts were automatically rejected. Sweeps were then
averaged to compute an individual averaged waveform.
Waveforms were digitally high-pass filtered off-line at 4 Hz
~filter slope 12 dB/octave!.

FIG. 4. Grand-averagedN1 responses elicited by stimuli in the /ba/–/pa/
continuum. Responses to stimuli with VOTs of 30 ms or less showed a
single negativity (N1) indicated by the dashed line. Responses to stimuli
with VOTs of 40 ms or more showed two distinct negative components
~N18 andN1! indicated by dashed lines.

FIG. 5. MeanN1 response latency values for the /ga/–/ka/ continuum. Error
bars indicate61 standard deviation.
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Response windows were defined around the peak or
peaks in the group mean waveforms to aid in peak identifi-
cation and measurement in data from individual subjects.
The time frame was defined as 0–200 ms when oneN1
component was present. When it was determined that two
N1 components were present in the grand average wave-
form, the time window was defined as 0–120 ms for the first
(N18) component and 120–200 ms for the second (N1)
component. Peak latencies were detected based on the re-
cordings from the Cz electrode site because the response
amplitudes were the largest at this site in the group mean
waveforms.N1 andN18 amplitudes were measured relative
to preceding positive peak. The author~CM! who marked the
N1 andN18 latencies and amplitudes was unaware of the
eliciting stimulus continuum or stimulus number. Finally,
group-averaged waveforms were computed by averaging
across the individual average waveforms for the appropriate
stimulus condition. Group-averaged waveforms were low-
pass filtered at 40 Hz~12 dB/octave! to smooth the waves for
the final figures.

B. Results

Grand average waveforms elicited in response to stimuli
from the /ga/–/ka/ continuum and in response to stimuli from
the /ba/–/pa/ continuum are shown in Fig. 3 and Fig. 4, re-
spectively. Distinct morphological changes related to encod-
ing of VOT are seen in the AEP waveforms. For both the
/ga/–/ka/ and the /ba/–/pa/ continua, stimuli with short
VOTs ~0–30 ms! elicited a single negativity. However, in
response to stimuli with long VOTs~40–70 ms! two nega-
tive components~N18 and N1! were apparent in the AEP
waveform.

1. Latency

Mean latency values for theN1 andN18 components
are shown in Fig. 5 and Fig. 6, respectively, for the /ga/–/ka/
continuum. For the /ga/–/ka/ continuum, a one-way
repeated-measures analysis of variance~ANOVA !, which re-
vealed a significant main effect of VOT~F528, p
,0.000 001! on N1 latencies. Correlation analysis revealed
a significant positive correlation betweenN1 latency and

VOT ~r 50.77,p,0.0001!. For theN18 component~Fig. 6!,
a one-way repeated measures ANOVA did not demonstrate a
main effect for VOT~F53.73,p.0.01!.

Mean latency values for theN1 andN18 components
for the /ba/–/pa/ continuum are shown in Fig. 7 and Fig. 8,
respectively. For the /ba/–/pa/ continuum, a one-way re-
peated measures ANOVA was performed which revealed a
significant main effect of VOT andN1 ~F543.8, p
,0.000 001!. Furthermore, a correlation analysis revealed
that theN1 latency was significantly positively correlated
with VOT ~r 50.82, p,0.0001!. For the N18 component
~Fig. 8! a one-way repeated measures ANOVA did not dem-
onstrate a main effect for VOT~F53.32,p.0.01!.

2. Amplitude

For the /ba/–/pa/ continuum, a repeated measures
ANOVA for N1 amplitude revealed a significant main effect
of VOT ~F513, p,0.000 01!. A correlation analysis re-
vealed that theN1 amplitude was significantly negatively

FIG. 6. MeanN18 response latency values for the /ga/–/ka/ continuum.
Error bars indicate61 standard deviation. FIG. 7. MeanN1 response latency values for the /ba/–/pa/ continuum. Error

bars indicate61 standard deviation.

FIG. 8. MeanN18 response latency values for the /ba/–/pa/ continuum.
Error bars indicate61 standard deviation.
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correlated with VOT~r 50.59, p,0.0001!. A one-way re-
peated measures ANOVA forN18 amplitude did not show a
main effect of VOT~F51, p.0.05!.

For the /ga/–ka/ continnum, a repeated measures
ANOVA for N1 amplitude revealed a significant main effect
of VOT ~F515.4, p,0.000 000 1!. A correlation analysis
revealed that theN1 amplitude was significantly negatively
correlated with VOT~r 50.59, p,0.0001). A repeated mea-
sures ANOVA forN18 amplitude did not show a main effect
of VOT ~F50.9, p.0.05!.

To summarize the results of the electrophysiologic ex-
periment, a double-peakedN1 response was observed for
stimuli with 40-ms VOT inboth the /ga/–/ka/ and the /ba/–
/pa/ continua. As pointed out in the stimulus description sec-
tion, each stimulus in the two continua began with a brief
burst and frication noise. For both continua, given the time
frame of theN18 peak latency and given that the latency did
not show a significant correlation with VOT, it would appear
that theN18 component occurred in response to the burst at
syllable onset. Taking into consideration the time frame of
the peak latency of theN1 component and its significant
positive correlation with VOT, it appears that this component
occurs in response to the onset of voicing in the syllables.

With respect to the amplitude data, since the burst at
syllable onset was identical for stimuli from within a con-
tinuum, the amplitude of the component which occurred in
response to the burst~i.e., N18! was not significantly differ-
ent for stimuli from within both continua. However, as the
duration between the burst and the onset of voicing in-
creased, the response to the burst became more distinct to
visual inspection, and the amplitude of the second compo-
nent which occurred in response to voicing onset~i.e., N1!
decreased. These results for the amplitude data are consistent
with those of Steinschneideret al. ~1999! and Simoset al.
~1998!, who have reported that the amplitude of AEP re-
sponses elicited by stimuli with long VOTs~i.e., 40, 60, and

80 ms! were significantly smaller than the amplitude of AEP
responses elicited by stimuli with short VOTs~i.e., 0 and 20
ms!. Overall, results from the present study are consistent
with those of Sharma and Dorman~1999!, who described
similar N18 and N1 components in the AEP waveform in
response to stimuli varying in VOT across a /da/–/ta/ con-
tinuum.

IV. GENERAL DISCUSSION

In the case of the /ba/–/pa/ stimulus continuum, the re-
sults of the behavioral experiment revealed that listeners’
perception of a change in phonetic categories from voiced to
voiceless occurred reliably at a VOT of 40 ms~Fig. 2!. The
results of the electrophysiologic experiment for the same
continuum showed that the change in the AEP waveform
morphology from a single to double-peakedN1 component
also occurred at a VOT of 40 ms~Fig. 4!. These results are
consistent with those from an earlier study~Sharma and Dor-
man, 1999!, in which we found that the change inN1 mor-
phology from single to double-peakedcoincided with a
change in perception from voiced to voiceless for a /da/–/ta/
continuum. On the other hand, in the present study, for the
/ga/–/ka/ stimulus continuum, listeners’ behavioral percep-
tion of a change in phonetic categories occurred reliably at a
VOT of 60 ms~Fig. 1!. As seen in Fig. 4, the change inN1
morphology from single- to double-peaked occurred at a
VOT of 40 ms. That is, in the case of the /ga/–/ka/ con-
tinuum, the change inN1 morphology to a double-peaked
component didnot signal behavioral perception of a voice-
less sound. Therefore, the results of the present study dem-
onstrate thatN1 morphology is not a reliable indicator of
perception of voicing contrasts in syllable-initial position.

The data were also analyzed with respect to the corre-
spondence between individual boundaries and individual
changes inN1 morphology. For each subject, for each con-
tinuum, the individual VOT boundary was determined~the
50% identification point!. We then determined for individual
subjects the postboundary stimulus that was perceived as
voiceless greater than 75% of the time. Finally, we noted for
individual subjects if theN1 morphology changed from a
single-peaked to a double-peaked response at this stimulus
~i.e., the stimulus identified greater than 75% as voiceless!.
For the /ba/–/pa/ continuum, there was a correspondence be-
tween perceptual boundaries and changes inN1 morphology
for 6 of 11 subjects. For the /ga/–/ka/ continuum, however,
there was no correspondence for any subject. Therefore, the
individual data conform to the overall findings for the group
that the change inN1 from single- to double-peaked re-
sponses is not a reliable indicator of the perception of voiced
and voiceless sounds.

Examination of the grand average waveforms for the
two continua in Figs. 3 and 4, indicates that the two compo-
nents~i.e., N18 andN1! are fused in the AEP waveform at
short VOTs and that a minimum temporal separation of 40
ms between the burst and voicing onset is required for the
two components to be seen discretely in the temporal wave-
form. As stated above, our results with the synthesized
speech continua show that the minimum VOT value~i.e., 40
ms! required for this temporal separation ofN1 components

FIG. 9. Mean responses elicited by natural speech stimuli with VOTs of 30
and 56 ms which were perceived as /da/ and /ta/, respectively. Responses to
all stimuli show two negative components~N18 andN1!.
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is dependent on acoustic properties of the stimulus rather
than the perceptual categorization of the stimulus. In a sub-
sequent experiment we confirmed this result using natural
speech stimuli~Marsh, 1999!. In that study, a /da/ and a /ta/
syllable ~with VOTs of 30 and 56 ms, respectively! were
recorded by a male speaker. Then, 26 ms of silence was
added to the /da/ syllable~between the burst and onset of
voicing! to create a new /da/ syllable with a VOT of 56 ms,
and 26 ms of aspiration was removed from the /ta/ syllable to
create a new /ta/ syllable with a VOT of 30 ms. Behavioral
measurements in ten subjects revealed that subjects identified
both the /da/ with a 30-ms VOT and the /da/ with a 56-ms
VOT as /da/ and identified both the /ta/ with a 56-ms VOT
and the /ta/ with a 30-ms VOT as /ta/.N1 recordings in the
same ten subjects~see Fig. 9! revealed that all four stimuli
elicited double-peakedN1 responses~albeit, not with identi-
cal morphology!. Thus, the presence of a double-peakedN1
component was independent of the phonetic categorization
of the stimulus.

Yet another recent study confirms this outcome. Sharma
and Dorman~2000! explored the changes inN1 latency and
morphology which are correlated with changes in VOT rang-
ing from 0 to 290 ms across a prevoiced /ba/–/pa/ con-
tinuum. The results of a labeling experiment revealed, as
expected, that the sounds along the continuum could be
grouped into two categories~/ba/ and /pa/! by Hindi listeners
but only into a single category~/ba/! by English listeners.
However, N1 responses were observed to change from
single to double peaked at approximately 70 ms of prevoic-
ing for both English listeners and Hindi listeners. Further-
more, the latencies of theN1 components were not signifi-
cantly different for the two groups of listeners. Thus,
changes inN1 waveform morphology and latency were in-
dependent of phonetic categorization of voicing.

Taken together, the results from the present study,
Marsh~1999! and Sharma and Dorman~1999, 2000! suggest
that the appearance of the double-peakedN1 is influenced by
multiple stimulus properties, including VOT, burst duration,
amplitude of aspiration, and height ofF1. More studies are

needed to systematically examine the effects of these and
other acoustic properties of voicing on the morphology and
the topography of the AEP waveform. The present study
which examined evoked responses only from the scalp mid-
line shows neither the presence of a double-peakedN1 re-
sponse, nor that the latency and amplitude of this response
are related to the phonetic categorization of voicing. It is
possible that recordings made at other scalp recordings or at
intracortical locations may show a different relationship be-
tweenN1 morphology and phonetic categorization. In addi-
tion, it is possible that a different relationship will be found
in children or adults learning phonetic categories.

In conclusion, our results show that a ‘‘double-peak’’
onset response as reported in recordings from the auditory
cortex ~e.g., Steinschneideret al., 1995, 1999; Eggermont,
1995; McGeeet al., 1996, and Sharma and Dorman, 1999! is
not a cortical correlate of the perception of voicelessness.
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Spontaneous speech recognition using a statistical coarticulatory
model for the vocal-tract-resonance dynamics
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A statistical coarticulatory model is presented for spontaneous speech recognition, where knowledge
of the dynamic, target-directed behavior in the vocal tract resonance is incorporated into the model
design, training, and in likelihood computation. The principal advantage of the new model over the
conventional HMM is the use of a compact, internal structure that parsimoniously represents
long-span context dependence in the observable domain of speech acoustics without using
additional, context-dependent model parameters. The new model is formulated mathematically as a
constrained, nonstationary, and nonlinear dynamic system, for which a version of the generalized
EM algorithm is developed and implemented for automatically learning the compact set of model
parameters. A series of experiments for speech recognition and model synthesis using spontaneous
speech data from the Switchboard corpus are reported. The promise of the new model is
demonstrated by showing its consistently superior performance over a state-of-the-art benchmark
HMM system under controlled experimental conditions. Experiments on model synthesis and
analysis shed insight into the mechanism underlying such superiority in terms of the target-directed
behavior and of the long-span context-dependence property, both inherent in the designed structure
of the new dynamic model of speech. ©2000 Acoustical Society of America.
@S0001-4966~00!02911-8#

PACS numbers: 43.72.2p @DOS#

I. INTRODUCTION

Speech recognition technology has achieved significant
success using complex models with their parameters auto-
matically trained from large amounts of data.1 The success
based on such an approach, however, has not been extended
to spontaneous speech, which exhibits a much greater degree
of variability than the less natural speech style for which the
current technology has been successful. For the Switchboard
spontaneous speech recognition task, even with use of hun-
dreds of hours of speech as training data, the state-of-the-art,
hidden Markov model~HMM !-based recognizers still pro-
duce more than one-third of errors in the recognized words.2

In order to capture the overwhelming variability in sponta-
neous, conversational speech, it appears necessary to explore
some underlying structure in the speech patterns. The funda-
mental nature of the current acoustic modeling strategy used
in the current technology is such that it explores only the
surface-level observation data and not their internal structure
or generative mechanisms. Because the variability in sponta-
neous speech is continuously scaled~rather than discretely
scaled!, an infinite amount of surface-level data would be
required, at least in theory, to completely cover such vari-
ability without using structural information.

The research reported in this article represents our recent
efforts in developing structural models for dynamic patterns
of spontaneous speech. The goal of this research is to over-
come the inadequacy of the current speech recognition tech-

nology in accounting for the acoustic variability in spontane-
ous speech, which has been based on ever-expanding the
myriad Gaussian mixture components and HMM states in a
largely unstructured manner.~This has a small number of
exceptions; e.g., Ref. 3.! A particular model we have devel-
oped for this purpose describes the long-term~utterance-
length! context-dependent or coarticulatory effects in spon-
taneous speech in the domain of partially hidden vocal-tract-
resonance~VTR!. The VTR domain is internal to the domain
of surface acoustic observation~such as Mel-frequency cep-
stral coefficients or MFCCs!. This coarticulation modeling is
accomplished via two separate but related mechanisms. First,
the mechanism of duration-dependentphonetic reductional-
lows the VTR variables and the associated surface acoustic
variables to be modified automatically according to the vary-
ing speech rate and hence the duration of the speech units
~e.g., phones!. This modification is physically established ac-
cording to the structured dynamics assigned to the VTR vari-
ables in the model. Second, the ‘‘continuity’’ mechanism at
the utterance level employed in the model constrains the
VTR variables so that they flow smoothly from one segmen-
tal unit to another. Since this continuity constraint is global
~i.e., temporally across an entire utterance!, long-span coar-
ticulation is accomplished without the need to use explicit
context-dependent units such as triphones.~Use of triphone
units is a main factor contributing to the success of current
speech recognition technology for read-style speech, but at
the expense of requiring unreasonable amounts of training
data for the recognizers’ very large number of free param-
eters. This aspect of the weakness is completely eliminated
by the coarticulatory model described in this article.! As a

a!Current address: Microsoft Research, One Microsoft Way, Redmond, WA
98052. Electronic mail: deng@microsoft.com
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result, the number of free parameters for the recognizer and
the amount of data required for training the recognizer are
drastically reduced compared with the conventional HMM-
based speech recognizers

The organization of this article is as follows. In Sec. II,
a detailed description of our new VTR-based statistical co-
articulatory model will be provided. The learning algorithm
we have developed for training the model parameters and a
scoring algorithm will be presented in Sec. III. A series of
experiments conducted for analysis, synthesis, and recogni-
tion of Switchboard spontaneous speech using the new coar-
ticulatory model will be reported in Sec. IV. These will in-
clude detailed examinations of the model behavior in fitting
the Switchboard data and of the quality of the spontaneous
speech artificially generated from the model. They also in-
clude some small-scaleN-best rescoring experiments used to
diagnose the cause and nature of the recognition errors, as
well as some large-scaleN-best rescoring experiments,
which provide the performance figures of the new recog-
nizer.

II. A STATISTICAL COARTICULATORY MODEL

In this section, we provide a detailed account of the new
speech model we have developed, including the motivation
for the model development, the mathematical formulation of
the model, and comparisons of the new model with other
types of speech models used in the past.

A. Background, motivation, and model overview

The statistical coarticulatory model presented in this ar-
ticle is a drastic departure from the conventional HMM-
based approach to speech recognition. In the conventional
approach, the variability in observed speech acoustics is ac-
counted for by a large number of Gaussian distributions,
each of which may be indexed by a discrete ‘‘context’’ fac-
tor. The discrete nature of encoding the contextual~or coar-
ticulatory! effect on speech variability leads to explosive
growth of free parameters in the recognizers, and when the
true source of the variability originates from causes of a con-
tinuous nature~such as in spontaneous speech!, this approach
necessarily breaks down. In contrast, the new approach we
have developed focuses directly on the continuous nature of
speech coarticulation and speech variability in spontaneous
speech. In particular, the phonetic reduction phenomenon is
explicitly modeled by a statistical dynamic system in the
domain of the VTR, which is internal to, or hidden from, the
observable speech acoustics. In this dynamic model, the sys-
tem matrix~encompassing the concept of time constants! is
structured and constrained to ensure the asymptotic behavior
in the VTR dynamics within each speech segment.@In the
work reported in this article, we take speech segments as
phones defined in the HMM systems on Switchboard tasks as
used in the 1997 Workshop on Innovative Techniques for
Large Vocabulary Conversational Speech Recognition
~http://www.clsp.jhu.edu/ws97/ws97Igeneral.html!.# Across
speech segments in a speech utterance, a smoothness or con-
tinuity constraint is imposed on the VTR variables. The main
consequence of this constraint is that the interacting factors
of phonetic context, speaking rate, and segment duration at

any local temporal region are in combination exerting their
influences on the VTR variable values~and hence the acous-
tic observations as a noisy nonlinear functions of the VTR
values! anywhere in the utterance. This gives rise to the
property of long-term context dependence in the model with-
out requiring use of context dependent speech units.

Some background work, which leads to the development
of this particular version of the model~i.e., with use of VTRs
as the partially hidden dynamic states!, has been the exten-
sive studies of spontaneous speech spectrograms and of the
associated speech production mechanisms. The spectro-
graphic studies on spontaneous speech have highlighted the
critical roles of smooth, goal-directed formant transitions~in
vocalic segments, including vowels, glides, and liquids! in
carrying underlying phonetic information in the adjacent
consonantal and vocalic segments. The smoothness in for-
mant movements~for vocalic sounds! and in VTR move-
ments~for practically all speech sounds! reflects the dynamic
behavior of the articulatory structure in speech production.
The smoothness is not only confined within phonetic units
but also across them. This cross-unit smoothness or continu-
ity in the VTR domain becomes apparent after one learns to
identify, by extrapolation, the ‘‘hidden’’ VTRs associated
with most consonants, where the VTRs in spectrograms are
either masked or distorted by spectral zeros, wide formant
bandwidths, or by acoustic turbulences. The properties of the
dynamic behavior change in a systematic manner as a func-
tion of speaking style and speaking rate, and the contextual
variations of phonetic units are linked with the speaking style
and rate variations in a highly predictable way.

The VTRs are pole locations of the vocal tract config-
ured to produce speech sounds. They have acoustic corre-
lates of formants which are directly measurable for vocalic
sounds, but often are hidden or perturbed for consonantal
sounds due to the concurrent spectral zeros and turbulence
noises. Hence, formants and VTRs are related but distinct
concepts: the former is defined in the acoustic domain and
the latter is associated with the vocal-tract propertiesper se.
According to the goal-based speech production theory, ar-
ticulatory structure and the associated VTRs necessarily
manifest asymptotic behavior in their temporally smooth dy-
namics. This dynamic component of the overall speech
model for the goal-directed and temporally smooth proper-
ties of the VTRs is called the~continuous! ‘‘state’’ model.

Since the temporal dynamics in the VTR variables is
distorted, or hidden, in the observable acoustic signal, the
overall speech-generative model needs to account for the
physical, ‘‘quantal’’ nature of the distortion.4 This compo-
nent of the model is called the ‘‘observation’’ model. In the
current implementation of the model, the ‘‘observation’’
model for the distortion is constructed functionally by a
static nonlinear function, implemented by artificial neural
networks, mapping from the underlying VTRs to acoustic
observations~MFCCs in the current system!. Since the same
VTRs may produce drastically different MFCCs depending
on whether the VTR~s! are hidden by spectral zero~s! or
other factors, separate networks are used for distinct classes
of speech sounds where each class corresponds to similar
VTR-to-MFCC mappings. For example, the effects of nasal
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coupling are represented by a neural network separate from
all other non-nasal speech sounds. Note that this static non-
linear function is clearly separated from the smooth-dynamic
model describing the temporal asymptotic behavior for the
underlying, hidden VTR dynamic variables. This separation
makes it unnecessary, at least in principle, to extract for-
mants from the speech signal in implementing the recog-
nizer. But when formant information is made available with
reliability indicator, this information can be and has been
effectively used to initialize the model’s continuous ‘‘states’’
for the vocalic segments, and has been used in the overall
statistical structure~separate static nonlinear and dynamic
linear components! of the model to facilitate model param-
eter learning. For example, to diagnose the accuracy of the
state-estimation algorithm, we examine the algorithm’s out-
put with reference to the formants extracted from vocalic
segments in the training data; see Sec. III.

One key characteristic of this model is the elimination of
the need to enumerate contextual factors such as triphones.
The contextual variations are automatically built into the
goal-directed, globally smooth dynamic ‘‘state’’ equations
governing the VTR movements during speech utterances.
Moreover, the contextual variations are integrated into
speaking rate variations which are controlled by a small
number of shared dynamic model parameters. The sharing is
based on physical principles of speech production.

To provide an overview, we have proposed a new coar-
ticulatory speech model, which consists of two separate com-
ponents. They accommodate separate sources of speech vari-
ability. The first component has a smooth dynamic property,
and is linear but nonstationary. The nonstationarity is de-
scribed by left-to-right regimes corresponding to sequentially
organized phonological units such as context-independent
phones. Handling nonstationarity in this way is very close to
the conventional HMMs; but for each state~discrete as in the
HMM !, rather than having an independent and identically
distributed ~i.i.d.! process, the new model has a phonetic-
goal-directed linear dynamic process with the physically
meaningful entity of continuous state variables. Equipped
with the physical meaning of the state variables~i.e., VTRs
in the current version of the model!, variability due to pho-
netic contexts and to speaking styles is naturally represented
in the model structure with duration-dependent physical vari-
ables and with global temporal continuity of these variables.
This contrasts with the conventional HMM approach where
the variability is accounted for in a largely unstructured man-
ner by accumulating an ever-increasing model size in terms
of the number of Gaussian mixture components.~The in-
crease in the model size is blocked only by use of decision-
tree based methods, at the expense of sacrificing modeling
accuracy.! The second component, the observation model, is
static and nonlinear. This lower-level component in the
speech generation chain handles other types of variability
including spectral tilts, formant bandwidths, relative formant
magnitudes, frication spectra, and voice source differences.
The two components combined form a nonstationary, non-
linear dynamic system whose structure and properties are
well understood in terms of the general process of human
speech production.

B. Mathematical formulation

The coarticulatory speech model with its overview pro-
vided in the preceding subsection has been formulated in
mathematical terms as a constrained and simplified nonlinear
dynamic system. This is a special version of the general sta-
tistical hidden dynamic model described in Refs. 5 and 6
using the EM implementation technique. The special struc-
ture of the model was also motivated by the speech produc-
tion model of Ref. 7 based on articulatory gestural represen-
tations. While our model structure is much simplified from
that of Ref. 7, the new statistical formulation of the model
~rather than a deterministic model in Ref. 7! gives its power
for use in speech recognition that no previous deterministic
model is capable of. Another novelty of our model is its use
of vocal tract resonances, rather than vocal tract constric-
tions, as the dynamic, hidden state variable. This makes it
much easier to implement the model and the related recog-
nizer.

The dynamic system model consists of two separate but
related components:~1! state equation and~2! observation
equation, which are described below.

1. State equation

A noisy, causal, and linear first-order ‘‘state’’ equation
is used to describe the three-dimensional~F1, F2, and F3!
VTR dynamics according to

Z~k11!5F jZ~k!1~ I 2F j !Tj1Wd~k!, j 51,2,...,JP ,
~1!

whereZ(k) is the three-dimensional ‘‘state’’ vector at dis-
crete time stepk, F j andTj are the system matrix and goal
~or target! vector associated with dynamic regimej which is
related to the initiation of dynamic patterns in phonej, and
JP is the total number of phones in a speech utterance.~See
a derivation of this discrete-time state equation from the
continuous-time system in Ref. 5. This is a first-order system
since its state has a time lag of one only in the system defi-
nition.! Both F j and Tj are a function of timek via their
dependence on dynamic regimej, but the time switching
points are not synchronous with the phone boundaries.
Throughout this article, we define the phone boundary as the
time point when the phonetic feature of manner of articula-
tion switches from one phone to its next adjacent phone. The
dynamic regime often starts ahead of the phone boundary in
order to initiate the dynamic patterns of the new phone. This
is sometimes called ‘‘look-ahead’’ or anticipatory coarticu-
lation. The time scale for evolution of dynamic regimej is
significantly larger than that for time framek. In Eq. ~1!,
Wd(k) is the discrete-time state noise, modeled by an i.i.d.,
zero-mean, Gaussian process with covariance matrixQ. Di-
agonal covariance matrixQ has been used in the current
model, independent of phones~i.e., Q is tied across all
phones!.

The special structure in the state equation, which is lin-
ear in the state vectorZ(k) but nonlinear with respect to its
parametersF j andTj , in Eq. ~1! gives rise to two significant
properties of the VTRs modeled by the state vectorZ(k).
The first property is local smoothness; i.e., the state vector
Z(k) is smooth within the dynamic regime associated with
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each phone. The second, attractor or saturation, property is
related to the target-directed, temporally asymptotic behavior
in Z(k). This target-directed behavior of the dynamics de-
scribed by Eq.~1! can be seen by settingk→`, which forces
the system to enter the local, asymptotic region whereZ(k
11)'Z(k). With the assumption of mild levels of noise
Wd(k), Eq. ~1! then directly gives the target-directed behav-
ior in Z(k): Z(k)→Tj .

An additional significant property of the state equation is
the left-to-right structure in Eq.~1! for j 51,2,...,JP and the
related global-smoothness characteristics. That is, the local
smoothness in state vectorZ(k) is extended across each pair
of adjacent dynamic regimes, makingZ(k) continuous or
smooth across an entire utterance. This continuity constraint
is implemented in the current model by forcing the state
vectorZ(k) at the end of dynamic regimej to be identical to
the initial state vector for dynamic regimej 11. That is, the
Kalman filter which implements optimal state estimation~see
details in Sec. III! for dynamic regimej 11 is initialized by
the Z(k) value computed at the end of dynamic regimej.

2. Observation equation

The observation equation in the dynamic system model
developed is nonlinear, noisy, and static, and is described by

O~k!5h~r !@Z~k!#1V~k!, ~2!

where the acoustic observationO(k) is MFCC measure-
ments computed from a conventional speech preprocessor,
and V(k) is the additive observation noise modeled by an
i.i.d., zero-mean, Gaussian process with covariance matrixR,
intended to capture residual errors in the nonlinear mapping
from Z(k) to O(k). ~Again, diagonal covariance matrixR
has been used in the current model independent of phones.!
The multivariate nonlinear mapping,h(r )@Z(k)#, is imple-
mented by multiple switching MLPs~multi-layer percep-
tions!, with each MLP associated with a distinct manner~r!
of articulation of a phone. A total of ten MLPs~i.e., r
51,2,...,10! are used in the experiments reported in this ar-
ticle.

The nonlinearity is used because the physical mapping
from VTR frequencies@Z(k)# to MFCCs @O(k)# is highly
nonlinear in nature. The noise used in the model Eq.~2!
captures the effects of VTR bandwidths~i.e., formant band-
widths for vocalic sounds! and relative VTR amplitudes on
the MFCC values. These effects are secondary to the VTR
frequencies but they nevertheless contribute to the variability
of MFCCs. Such secondary effects are quantified by the de-
terminant of matrixR, which, in combination with the rela-
tive size of the state noise covariance matrixQ, plays impor-
tant roles in determining relative amounts of state prediction
and state update in the state estimation procedure.

In implementing the nonlinear functionh@Z(k)# ~omit-
ting indexr for clarity henceforth! in Eq. ~2!, we used a MLP
network of three linear input units@Z(k) of F1, F2, and F3#,
of 100 nonlinear hidden units, and of 12 linear output units
@O(k) of MFCC1-12#. Denoting the MLP weights from in-
put to hidden units aswjl , and the MLP weights from hidden
to output units asWi j , we have

hi~Z!5(
j

Wi j •gj S (
l

wjl •Zl D , ~3!

wherei 51,2,...,12 is the index of output units~i.e., compo-
nent index of observation vectorOk!, j 51,2,...,100 is the
index of hidden units, andl 51,2,3 is the index of input
units. In Eq.~3!, the hidden units’ activation function is the
standard sigmoid function

g~x!5
1

11exp~2x!
~4!

with its derivative

g8~x!5g~x!„12g~x!…. ~5!

The Jacobian matrix for Eq.~3!, which will be needed
for the extended Kalman filter~EKF; see Sec. III A 3!, can be
computed in an analytical form:

Hz~Z![
d

dZ
h~Z!5@Hil ~Z!#5S ]h1

]Z1

]h1

]Z2

]h1

]Z3

]h2

]Z1

]h2

]Z2

]h2

]Z3

] ] ]

]h12

]Z1

]h12

]Z2

]h12

]Z3

D ~6!

where

Hil ~Z!5(
j

Wi j gF(
l

wjl g~Zl !GF12gS (
l

wjl g~Zl ! D Gwjl .

The use of the Jacobian above is motivated by the need to
linearize the observation equation so that the KF equations
can be applied.

C. Comparison with other models

The mathematical model described earlier in this section
can be viewed as a significant extension of the linear dy-
namic system model as a thus-far most general formulation
of stochastic segment models for speech described in Ref. 8
and 9. The extension is in the following six major aspects.
First, while maintaining linearity in the state equation, the
observation equation is extended to a nonlinear one with use
of physically motivated nonlinear functions. Second, special
structures are built into the state equation to ensure the
target-directed property. Third, a physically motivated ‘‘glo-
bal’’ continuity constraint is imposed on the state variable
across phone-correlated dynamic regimes, to provide the
long-span context-dependent modeling capability. This
makes the current model not just a ‘‘segment’’ model as
defined mathematically in Ref. 9, but a ‘‘supersegment’’
model where the correlation structure in the model extends
over an entire speech utterance. Fourth, the continuous state
variable is endowed with a physically meaningful entity in
the realistic speech process~i.e., VTRs!, which allows spe-
cial structures to be built into the state equation and which
has been instrumental in the model development~especially
in model initialization, learning, and diagnosis!. In contrast,
in the linear dynamic system model described in Refs. 8 and
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9, the continuous state variable was treated merely as a
smoothed version of the noisy acoustic observation. Fifth,
due to the introduction of nonlinearity in the observation
equation and of the structural constraints in the state equa-
tion, the model learning and scoring algorithms described in
Refs. 8 and 9 have been substantially extended. Finally, due
to the compact structure in the current model for speech co-
articulation and its elimination of explicit context-dependent
units such as triphones, very small amounts of training data
are needed for model parameter learning. In contrast, the
model described in Refs. 8 and 9 still requires as much train-
ing data as the conventional HMM-based recognizers.

Compared with other models of speech developed ear-
lier in our laboratory, the current model offers several sig-
nificant advantages. The articulatory-dynamic model and
task-dynamic model described in Refs. 10–12 all have the
dynamic state variables completely hidden~i.e., unobserv-
able!. In the case of articulatory-dynamic model, the state
variables are articulatory parameters, and in the case of the
task-dynamic model, the state variables are vocal tract con-
striction parameters. The current model uses VTRs as the
partially hidden state variables, which are observable for vo-
calic sounds. In addition to the smaller dimensionality in the
dynamic system state~three versus a dozen or so!, use of the
partially observable VTRs as the system state has been criti-
cally important in the model development~model learning
and diagnosis! and in the recognizer implementation. Fur-
ther, use of the learnable MLP architecture for the observa-
tion equation provides significant implementation advantages
over the earlier use of codebook methods. The acoustic-
dynamic models described in Refs. 13–15, on the other
hand, lack the physically meaningful internal dynamics ca-
pable of piecing together phones in an utterance. Hence, de-
spite the simplicity in the model development and recognizer
implementation, it still requires explicit context-dependent
units and therefore a large amount of training data. It shares
similar weaknesses to those in the model described in Refs. 8
and 9.

The current model shares similar motivations and phi-
losophies of other work aiming at developing better, more
compact coarticulatory models than the HMM. The models
described in Refs. 16–19 have all used fully hidden internal
dynamics, similar to the models described in Refs. 10–12.
Some models explicitly use articulatory parameters as the
dynamic variable~e.g., Ref. 16!, others use more abstract,
automatically extracted variables for the purpose of model-
ing coarticulation~e.g., Refs. 17–19!. One main difference
between these and the model described in this article lies in
mathematical formulation of the models. The models de-
scribed in Refs. 16, 17, and 18 are largely deterministic,
where the outputs of the models need to be explicitly syn-
thesized and compared with the unknown speech in order to
reach recognition decision. In contrast, the statistical nature
of the current model permits likelihood-score computation
against the unknown speech~similar to the conventional
HMM formulation in this aspect! directly from the model
parameters where the model synthesis is only carried out
implicitly. In addition, the deterministic and statistical na-

tures render the models with different learning criteria and
hence different learning algorithms.

III. LEARNING AND LIKELIHOOD-SCORING
ALGORITHMS

In this section, we will describe the learning and
likelihood-scoring algorithms we have developed for the sta-
tistical coarticulatory model for fixed dynamic regimes~seg-
mentations!. These algorithms enable the training of the rec-
ognizer and the use of the recognizer for rescoringN-best
hypotheses.

A. Learning algorithm

The learning or parameter estimation method for the
new speech model is based on the generalized EM algorithm.
The EM algorithm is a two-step iterative scheme for maxi-
mum likelihood parameter estimation. Each iteration of the
algorithm involves two separate steps, called the expectation
step ~E-step! and the maximization step~M-step!, respec-
tively. A formal introduction of the EM algorithm appeared
in Ref. 20. Examples of using the EM algorithm in speech
recognition can be found in Refs. 8, 13, and 14. The algo-
rithm guarantees an increase~or strictly speaking, nonde-
crease! of the likelihood upon each iteration of the algorithm
and guarantees convergence of the iteration to a stationary
point for an exponential family. Use of local optimization,
rather than the global optimization, in the M step of the
algorithm gives rise to the generalized EM algorithm.

To derive the EM algorithm for the new model, we first
use the i.i.d. noise assumption forWd(k) and V(k) in Eqs.
~1! and ~2! so as to express the log-likelihood for acoustic
observation sequenceO5@O(1),O(2),...,O(N)# and hid-
den VTR-variable sequenceZ5@Z(1),Z(2),...,Z(N)# as

logL~Z,O,Q!

52
1

2 (
k50

N21

$ log uQu1@Z~k11!2FZ~k!2~ I 2F!T#8

3Q21@Z~k11!2FZ~k!2~ I 2F!T#%

2
1

2 (
k51

N

$ log uRu1@O~k!2h„Z~k!…#8R21

3@O~k!2h~Z~k!!#%1const,

where superscript8 denotes matrix transposition, and the
model parametersQ to be learned include those in the state
equation~1! and those in the MLP nonlinear mapping func-
tions Eq. ~2!: Q5$T,F,Wi j ,wjl ,i 51,2,...,I ; j 51,2,...,J; l
51,2,...,L%. To simplify the algorithm description without
loss of generality, estimation of additional model parameters
of covariance matricesQ, R for state and observation noises
will not be addressed in this article. Also, the dynamic-
regime index on parametersT, F and the phone-class index
on parametersWi j , wjl are dropped because supervised
learning is used. In the current model implementation,I
53, J5100,L512.
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1. E-step

The E-step of the EM algorithm involves computation of
the following conditional expectation~together with a set of
related sufficient statistics needed to complete evaluation of
the conditional expectation!:

Q~Z,O,Q!5E$ logL~Z,O,Q!uO,Q%

52
N

2
log uQu2

N

2
log uRu

2
1

2 (
k50

N21

E@ek18 Q21ek1uO,Q#

2
1

2 (
k51

N

E@ek28 R21ek2uO,Q#,

where ek15Z(k11)2FZ(k)2(I 2F)T and ek25O(k)
2h(Z(k)), andE denotes conditional expectation given ob-
servation vectorsO.

This can be simplified, by substituting the optimal val-
ues of covariance matrix estimates, to

~7!

~For detailed derivation, see Ref. 21.! Note that the state-
equation’s parameters (F,T) are contained inQ1 only and
the MLP weight parameters (Wi j ,wjl ) in the observation
equation are contained inQ2 only. These two sets of param-
eters can then be optimized independently in the subsequent
M-step to be detailed in Sec. III A 2.

2. M-step

The M-step of the EM algorithm aims at optimizing the
Q function in Eq. ~7! with respect to model parametersQ
5$T,F,Wi j ,wjl %. For the model at hand, it seeks solutions
for

]Q1

]F
} (

k50

N21

EF ]

]F
$@Z~k11!2FZ~k!

2~ I 2F!T#2%UO,QG50, ~8!

]Q1

]T
} (

k50

N21

EF ]

]T
$@Z~k11!2FZ~k!

2~ I 2F!T#2%UO,QG 50, ~9!

]Q2

]Wi j
}(

k51

N

EF ]

]Wi j
$@O~k!2h~Z~k!!#2%UO,QG50,

~10!

]Q2

]wjl
}(

k51

N

EF ]

]wjl
$@O~k!2h~Z~k!!#2%UO,QG50. ~11!

Equation~8! is a third-order nonlinear algebraic equa-
tion ~in F andT!, of the following form after some algebraic
and matrix-calculus manipulation:

NFTT82FTA82FAT82NTT82TA8

1BT81FC2D50, ~12!

where

A5 (
k50

N21

E@Z~k!uO,Q#, B5 (
k50

N21

E@Z~k11!uO,Q#,

C5 (
k50

N21

E@Z~k!Z~k!8uO,Q#,

D5 (
k50

N21

E@Z~k11!Z~k!8uO,Q#.

Equation~9! is another third-order nonlinear algebraic
equation~in F andT! of the form

NF8FT2F8FA2NF8T2NFT1F8B

1FA1NT2B50. ~13!

The coefficients in Eqs.~12! and ~13!, A, B, C, andD,
constitute the sufficient statistics, which can be obtained by
the standard technique of EKF~see Sec. III A 3!.

Solutions to Eqs.~10! and~11! for finding (Wi j ,wjl ) to
maximizeQ2 in Eq. ~7! have to rely on approximation due to
the complexity in the nonlinear functionh(Z). The approxi-
mation involves first finding estimates of hidden variables
Z(k), Z(kuk), via the EKF algorithm. Given such estimates,
the conditional expectations in Eqs.~10! and ~11! are ap-
proximated to give

]Q2

]Wi j
}(

k51

N

@O~k!2h~Z~kuk!!#8
]h„Z~kuk!…

]Wi j
, ~14!

]Q2

]wjl
}(

k51

N

@O~k!2h~Z~kuk!!#8
]h„Z~kuk!…

]wjl
. ~15!

If the estimated state variable,Z(kuk), is treated as the
input to the MLP neural network defined in Eq.~3!, and the
observation,O(k), as the output of the MLP, then the gra-
dients expressed in Eqs.~14! and~15! are exactly the same as
those in the backpropagation algorithm.22 Therefore, the
backpropagation algorithm is used to provide the estimates
to Wi j and wjl parameters. The local-optimum property of
the backpropagation algorithm in this M-step makes the
learning algorithm described in this section a generalized
EM. The approximation used to obtain the gradients in Eqs.
~14! and ~15! makes the learning algorithm a pseudo-EM.
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3. Extended Kalman filter for finding sufficient
statistics

We have observed that in the E-step derivation of the
EM algorithm shown in this section, the objective functions
Q1 and Q2 in Eq. ~7! contain a set of conditional expecta-
tions as sufficient statistics. These conditional expectations,
A, B, C, andD in Eqs. ~12! and ~13!, need to be computed
during the M-step of the EM algorithm. The extended Kal-
man filter or EKF algorithm provides a solution to finding
these sufficient statistics.~We have also implemented an ex-
tended Kalman smoothing algorithm which is expected to
provide more accurate solutions. But in this work we have
empirically observed no practical differences from the EKF.
In this article we only describe the EKF method used.! Also,
as shown in Sec. III A 2, the EKF algorithm is needed to
approximate the gradients in Eqs.~10! and ~11!, before the
M-step can be formulated as the backpropagation algorithm
and can be carried out straightforwardly.

The EKF algorithm gives an approximate minimum-
mean-square error estimate to the state of a general nonlinear
dynamic system. Our speech model discussed in Sec. II B
uses a special structure within the general class of the non-
linear dynamic system models. Given such a structure, the
EKF algorithm developed is described here in a standard
predictor-corrector format.23,24

Denoting by Ẑ(kuk) the EKF state estimate and by
Ẑ(k11uk) the one-step EKF state prediction, the prediction
equation for the special structure of our model has the form

Ẑ~k11uk!5FẐ~kuk!1~ I 2F!T. ~16!

The physical interpretation of Eq.~16! applied to our speech
model is that the one-step EKF state predictor based on the
current EKF state estimate will always move towards the
target vectorT for a given system matrixF. Such desirable
dynamics comes directly from state equation~1!, and it is, in
fact, in exactly the same form as the noise-free model state
equation.

Denote byHz„Ẑ(k11uk)… the Jacobian matrix, as de-
fined in Eq. ~6!, at the point ofẐ(k11uk) for the MLP
observation equation in our speech model, and denote by
h„Ẑ(k11uk)… the MLP output for the inputẐ(k11uk). Then
the EKF corrector~or filter! equation applied to our speech
model is

Ẑ~k11uk11!5Ẑ~k11uk!1K~k11!

3$O~k11!2h„Ẑ~k11uk!…%, ~17!

where K(k11) is the filter gain computed recursively ac-
cording to

K~k11!5P~k11uk!Hz@ Ẑ~k11uk!#

3$Hz@ Ẑ~k11uk!#P~k11uk!

3Hz@ Ẑ~k11uk!#81R~k11!%21,

P~k11uk!5FP~kuk!F81Q~k!, ~18!

P~k11uk11!5$I 2K~k11!

3Hz@ Ẑ~k11uk!#%P~k11uk!.

In the above,P(k11uk) is the prediction error covariance
andP(k11uk11) is the filtering error covariance.

The physical interpretation of Eq.~17! as applied to our
speech model is that the amount of correction to the state
predictor obtained from Eq.~17! is directly proportional to
the accuracy with which the MLP is used to model the rela-
tionship between the stateZ(k) or VTRs and the observation
O(k) or MFCCs.@Correction is necessary because the pre-
dictor obtained from Eq.~16! is based solely on the system
dynamics discarding the actual observation. Use of the actual
observation will improve the accuracy of the state estima-
tion.# Such a matching error in the acoustic domain~called
innovation in estimation theory24! is magnified by the time-
varying filter gainK(k11), which is dependent on the bal-
ance of the covariances of the two noisesQ andR, and on the
local Jacobian matrix that measures the sensitivity of the
nonlinear functionh(Z) represented by the MLP.

In using the EM algorithm to learn the model param-
eters, we require that all the conditional expectations~suffi-
cient statistics! for the coefficientsA, B, C andD in Eq. ~13!
be reasonably accurately evaluated. This can be accom-
plished, once the EKF’s outputs become available, according
to

E@Z~k!uO#5Ẑ~kuN!'Ẑ~kuk!,

E@Z~k11!uO#5Ẑ~k11uN!'Ẑ~k11uk11!,

E@Z~k!Z~k!8uO#5P~kuN!1Ẑ~kuN!Ẑ~kuN!8

'P~kuk!1Ẑ~kuk!Ẑ~kuk!8,

E@Z~k11!Z~k!8uO#5P~k11,kuN!1Ẑ~k11uN!Ẑ~kuN!8

'P~k11,kuk11!

1Ẑ~k11uk11!Ẑ~kuk!8.

All the quantities on the right-hand sides of the above are
computed directly from the EKF recursion Eqs.~16!–~18!,
except for the quantityP(k11,kuk11), which is computed
separately according to

P~k11,kuk11!

5@ I 2K~k11!Hz„Ẑ~k11uk11!…#FP~kuk!.

It is noted that while the EM algorithm requires Kalman
smoothing which takes into account the complete acoustic
observation sequences, we found no practical differences
with the use of Kalman filtering taking account of only the
previous observations. In other words, we used the EKF to
approximate the corresponding smoothing algorithm in com-
puting all the sufficient statistics required by the EM algo-
rithm.

B. Likelihood-scoring algorithm for recognizer testing

In addition to the use of the EKF algorithm in the model
learning as discussed so far, it is also needed in the
likelihood-scoring algorithm~during the recognizer testing
phase! which we discuss now.

Using the basic estimation theory for dynamic systems
~cf. Theorem 25-1 in Ref. 24; see also in Ref. 8!, the log-
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likelihood scoring function for our speech model can be
computed from the approximate innovation sequence
Õ(kuk21) according to

logL~OuQ!52
1

2 (
k51

N

$ log uPÕÕ~kuk21!u1Õ~kuk21!8

3P
ÕÕ

21
~kuk21!Õ~kuk21!%1const, ~19!

where the approximate innovation sequence

Õ~kuk21!5O~k!2h„Ẑ~kuk21!…, k51,2,...,N

is computed from the EKF recursion, andPÕÕ is the covari-
ance matrix of the approximate innovation sequence:

PÕÕ~kuk21!5Hz„Ẑ~kuk21!…P~kuk21!

3Hz„Ẑ~kuk21!…81R,

which is also computed from the EKF recursion.
For a speech utterance that consists of a sequence of

phones with the dynamic regimes given, the log-likelihood
scoring functions for each phone in the sequence as defined
in Eq. ~19! are summed to give the total log-likelihood score
for the entire speech utterance.

IV. SPEECH RECOGNITION, SYNTHESIS, AND
ANALYSIS EXPERIMENTS

In this section, we will report a series of experiments
conducted for analysis, synthesis, and recognition of Switch-
board spontaneous speech using the statistical, VTR-based
coarticulatory model presented so far. After introducing the
experimental paradigm and the design parameters of the new
recognizer, we will first report a set of small-scaleN-best
rescoring speech recognition experiments, which permits
analysis of the model behavior by manipulating some hand-
tuned variables. We will then evaluate the performance of
the new recognizer in a set of large-scaleN-best rescoring
experiment, and compare the performance figures with the
conventional triphone HMM-based speech recognizer under
similar conditions. Finally, we will present some model-
synthesis results and give detailed examinations of the model
behavior in fitting the Switchboard data and of the quality of
the spontaneous speech artificially generated from the model.
Such analysis and synthesis experiments serve to explain
why the new coarticulatory model is doing the right job in
‘‘locking into’’ the correct transcription but at the same time
it can ‘‘break away’’ from partially correct transcriptions due
to contextual influences.

A. Experimental paradigm, HMM benchmark system,
and design parameters of the VTR recognizer

In all the experiments reported in this article, we used an
N-best list rescoring paradigm, according to the scoring al-
gorithm Eq.~19!, to evaluate the new recognizer based on
the VTR-based coarticulatory model on the Switchboard
spontaneous speech data. TheN-best list of word transcrip-
tion hypotheses and their phone-level segmentation~i.e.,
alignment! are obtained from a conventional triphone-based
HMM that also serves as the benchmark to gauge the recog-
nizer performance improvement via use of the new speech

model. The reasons for using the limitedN-best rescoring
paradigm in the current experiments are mainly due to com-
putational ones.

The benchmark HMM system used in our experiments is
one of the best systems developed earlier@see http://
www.clsp.jhu.edu/ws97/ws97Igeneral.html!#, and it has been
described in some detail in Refs. 19 and 25. Briefly, the
system has word-internal triphones clustered by a decision
tree, with a bigram language model. The total number of the
parameters in this benchmark HMM system is approximately
3 276 000, which can be broken down to the product of~1!
39, which is the MFCC feature vector dimension;~2! 12,
which is the number of Gaussian mixtures for each HMM
state; ~3! 2, which includes Gaussian means and diagonal
covariance matrices in each mixture component; and~4!
3500, which is the total number of the distinct HMM states
clustered by the decision tree.

In contrast, the total number of parameters in the new
recognizer is considerably smaller. The total 15 252 param-
eters in the recognizer consists of those from target param-
eters 42335126, those from diagonal dynamic system ma-
trices 42335126, and those from MLP parameters 103100
3~1213!515 000. These numbers are elaborated below
while detailing several essential implementation aspects of
the recognizer.

First, we choose a total of 42 distinct phonelike symbols,
including 8 context-dependent phones, each of which is in-
tended to be associated with a distinct three-dimensional~F1,
F2, and F3! vector-valued target (Tj ) in the VTR domain.
The phonelike symbol inventory and the VTR target values
used to initialize the model training discussed in Sec. III A
are based on the Klatt synthesizer setup.26 The values are
slightly adjusted by examining some spectrograms of the
Switchboard training data. Among the 42 phonelike symbols,
34 are context independent. The remaining eight are context
dependent because their target VTRs are affected by the an-
ticipatory tongue position associated with the following
phone.

The next set of model parameters is the elements in the
42 distinct diagonal dynamic system matrices (F j ). Before
the training, they are initialized based on the consideration
that the articulators responsible for producing different
phones have different intrinsic movement rates. This differ-
ence roughly translates to the difference in the VTR move-
ment rates across the varying phones. For example, the VTR
transitions for labial consonants~/b/, /m/, /p/! marked by
‘‘Lips’’ features are significant faster than those for alveolar
consonants~/d/, /t/, /n/! marked by ‘‘Tongue-Blade’’ fea-
tures. The VTR transitions for both labial and alveolar con-
sonants are faster than those for velar consonants~marked by
‘‘Tongue Dorsum’’ features! and those of vowels marked
also by the ‘‘Tongue Dorsum’’ features.~We found that after
the model training, the differences in the elements of the
system matrices are largely retained from the initialization
across the phone classes. However, their values have been
changed after the training.!

The final set of model parameters in the recognizer are
the MLP weights,Wi j andwjl , responsible for the VTR-to-
MFCC mapping. Unlike the target and system matrix param-
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eters which are phone dependent, we tie the MLPs approxi-
mately according to the distinct classes of manner of
articulation~and voicing!. Such tying reduces the MLP noise
resulting from otherwise too many independently trained
MLPs. On the other hand, by not tying all phones into one
single MLP, we also ensure effective discrimination of
phones using differential nonlinear mapping~from the
smoothed physical VTR state variables to the MFCCs! even
if the VTR targets are identical for different phones~a few
phones have nearly identical VTR targets!. The ten classes
resulting from the tying and used in the current recognizer
implementation are~1! aw, ay, ey, ow, oy, aa, ae, ah, ao, ax,
ih, iy, uh, uw, er, eh, el;~2! l, w, r, y; ~3! f, th, sh;~4! s, ch;
~5! v, dh, zh;~6! z, jh; ~7! p, t, k; ~8! b, d, g;~9! m, n, ng, en;
and ~10! sil, sp.

In the above tying scheme, all vowels are tied using one
MLP, because vowel distinction is based exclusively on dif-
ferent target values in the VTR domain. Here /s/ and /sh/ are
associated with separate MLPs, because their target VTR
values ~not observable in the acoustic domain because of
concurrent zeros and large VTR bandwidths! are similar to
each other. This can be seen in terms of their similar ways in
attracting the VTR~formant! transitions from the adjacent
phones. Hence their distinction will be based mainly on the
different VTR-to-MFCC mappings. In this case, the acoustic
difference between these two phones in terms of the greater
amount of energy at lower frequency for /sh/ than for /s/ is
captured by different MLP weights~which are trained auto-
matically!, rather than by differential VTR target values
since the behavior of attracting adjacent phones’ VTR tran-
sitions is similar between /s/ and /sh/.

Now for each of the 10 distinct MLPs, we use 100~non-
linear! hidden units, 3~linear! input units, and 12~linear!
output units. This gives a total of 1031003~3112! MLP
weight parameters.

B. Experiments on small-scale N-best rescoring

In this set of experiments, we train the VTR-based
model with the design parameters outlined above using
speech data from a single male speaker in the Switchboard
data. A total of 30 min of the data are used which consist of
several telephone conversations. Due to the use of only a
single speaker, we avoid normalization problems for both the
VTR targets and for the MFCC observations.

We randomly selected 18 utterances~sentences! in one
conversation as the test data from the same speaker that are
disjoint from the training set. For these 18 utterances, an
N-best list withN55 is generated, together with the phone
alignments for each of the five-best hypotheses, by the
benchmark HMM system. We then add the reference~cor-
rect! hypothesis together with its phone alignments into this
list, making a total of six~‘‘ref 15’’ ! hypotheses to be res-
cored by the VTR recognizer.

Under the identical conditions set out above, we rescore
these 18 utterances using the following three recognizers
with the language model removed:~1! benchmark triphone
HMM; ~2! VTR model using automatically computed phone
alignments~which determine the VTR dynamic regimes for
each constituent phone! by the HMM for all the six hypoth-

eses; and~3! VTR model using manually determined ‘‘true’’
dynamic regimes for the reference hypothesis according to
spectrogram reading. A performance comparison of these
three recognizers is shown in Table I. Two performance
measures are used in this comparison. First, among the 18
test utterances we examine the percentage when the correct,
reference hypothesis scores higher than all the remaining five
hypotheses. Second, we directly compute the word error rate
~WER! using the standard NIST scoring software. The new,
VTR-based recognizers are consistently better than the
benchmark HMM, especially when the ‘‘true’’ dynamic re-
gimes are provided and in this case the performance is con-
siderably better.

We conduct a similar experiment to the above, using the
same recognizers trained from a single male but choosing a
separate male speaker’s ten utterances as the test data. Again,
as shown in Table II, the VTR-based recognizer with the
‘‘true’’ dynamic regimes gives significantly better perfor-
mance than the others.

These experiments demonstrate superior performance of
the VTR-based coarticulatory model, when exposed to the
reference transcriptions. They also highlight the importance
of providing the true or optimal dynamic regimes to the
model. Automatic searching for the optimal dynamic re-
gimes is a gigantic computational problem and has not been
addressed by the work reported in this article.

C. Experiments on large-scale N-best rescoring

In our large-scale experiments, we keep the same recog-
nizers trained from a single male speaker but significantly
increase the size of the test set. All the male speakers from
the WS’97 DevTest are selected, resulting in a total of 23
male speakers comprising 24 conversation sides~each side
has a distinct speaker!, 1241 utterances~sentences!, 9970
words, and 50 min of speech as the test data. Because of the
large test set and because of lack of an efficient method to
automate the optimization of the VTR-model dynamic re-
gimes, we report in this section only the performance com-
parison between the benchmark HMM recognizer and the
VTR recognizer with dynamic regimes suboptimally derived
from the HMM phone alignments. In Table III, we provide
the performance comparison for the ‘‘ref15’’ mode, and for

TABLE I. Performance comparison of three recognizers for 18 utterances
with the same speaker in training and testing~ref15!.

Benchmark
HMM

VTR
~HMM align!

VTR
~true align!

% Reference-at-top 37.0% 38.8% 50.0%
Average word error rate 39.2% 30.4% 22.8%

TABLE II. Performance comparison of three recognizers for ten utterances
with separate speakers in training and testing~ref15!.

Benchmark
HMM

VTR
~HMM align!

VTR
~true align!

% Reference-at-top 30.0% 40.0% 50.0%
Average word error rate 27.0% 25.7% 9.2%
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the additional ‘‘ref1100’’ mode where theN-best list con-
tains 100 hypotheses. In Table III, we also add the
‘‘Chance’’ performance which is used to calibrate the recog-
nizers’ performance. The chance WER is computed by en-
semble averaging the WERs obtained by having a recognizer
randomly choosing one hypothesis from the six possible
ones~for the ref15 mode orN55! or from the 101 possible
ones ~for the ref1100 mode orN5100!. For both theN
55 andN5100 cases, the VTR recognizer performs signifi-
cantly better than the benchmark HMM recognizer, which is
slightly better than the chance performance.

More detailed results of the above experiment for the
VTR recognizer are shown in Table IV, where the average
WER is shown as a function ofN in the N-best list.

We also conduct the same experiment as shown in Table
III except no reference transcription is added into theN-best
list. The results are shown in Table V, withN55 and N
5100 in theN-best list, respectively. In the both cases, the
VTR recognizer performs nearly the same as the chance,
both slightly worse than the benchmark HMM recognizer.
This contrasts sharply with the superior performance of the
VTR recognizer when it is exposed to the reference tran-
scription shown in Tables I–III. A reasonable explanation is
that the long-span context-dependence property of the VTR
model naturally endows the model with the capability to
‘‘lock-in’’ to the correct transcription and it at the same time
increases the tendency for the model to ‘‘break-away’’ from
partially correct transcriptions due to the influence of wrong
contexts. Since nearly all the hypotheses in theN-best list
contain a large proportion of incorrect words, they affect the
matching of the model to the remaining correct words in the
hypotheses through the context-dependence mechanism
much stronger than the conventional triphone HMM.~Pro-
fessor Fred Jelinek pointed out to us that similar effects have
been found in language modeling using long-span depen-
dency language models.27!

D. Experiments on model synthesis and analysis

The experiments described in this section are devoted to
investigating and demonstrating some intrinsic mechanisms
responsible for the VTR-based, coarticulatory model’s abil-
ity in matching the characteristics of the spontaneous speech
patterns. Since this new speech model uses physical param-
eters of speech as its underlying hidden state, it permits the

analysis of experimental results with physical insight and
understanding.~The conventional HMM would have a hard
time of doing this because of its lack of physical structure in
the model.! To pursue this analysis, we introduce the meth-
odology of ‘‘model synthesis.’’

Model synthesis refers to the process of generating an
observation sequence,Ô(1),Ô(2),...,Ô(N), artificially
from the modelconditioned ona fixed sequence of observa-
tion data, O(1),O(2),...,O(N), and on its transcription.
When the model used is the current VTR model, we pursue
the model-synthesis procedure as follows. First, given the
fixed sequence of observation MFCC data,O(1),
O(2),...,O(N), we apply the EKF algorithm to obtain the
predicted VTR state sequence:

Ẑ~1u0!,Ẑ~2u1!,...,Ẑ~kuk21!,...,Ẑ~NuN21!.

The parameters in the VTR model used in the EKF algorithm
are consistent with the phonelike transcription for the given
MFCC data. The dynamic regime for each phonelike unit is
fixed in advance, and in moving from one dynamic regime to
the next, the continuity constraint is imposed on the VTR
state while applying the EKF algorithm. Second, using the
predicted VTR state sequence, we generate the MFCC se-
quence according to the nonlinear mapping:

Ô~k!5h„Ẑ~kuk21!…, k51,2,...,N. ~20!

While using the MLPs to synthesize the MFCC sequence
according to Eq.~20!, one of the ten MLPs is selected at each
time frame depending on the given alignment of the phone-
like units.

The result of the VTR model synthesis applied to a
Switchboard test utterance ‘‘And that’s mostly flat,’’ which is
transcribed as sil, /ae/, /n/, /d/, /dh/, /ae/, /t/, /s/, /m/, /ow/, /s/,
/t/, /l/, /f/, /l/, /ae/, /t/, sil, is shown in Fig. 1. It shows the
speech waveform with phone segmentation~top!, the data
MFCC sequence converted and then displayed in a Mel-
scaled spectrogram format~middle!, and the VTR model-
synthesized MFCC sequence displayed also in the Mel-
scaled spectrogram format~bottom!. The three-dimensional
predicted VTR vector by the EKF algorithm,Ẑ(1u0),
Ẑ(2u1),...,Ẑ(kuk21),...,Ẑ(NuN21), is superimposed on
the model-synthesized Mel-scaled spectrogram. The VTRs
give a reasonably good match to the spectral peaks derived
from the MFCC sequence during all vocalic segments in the

TABLE III. Performance comparison of two recognizers for a total of 1241
test utterances when the recognizers are exposed to the reference transcrip-
tion ~ref15 and ref1100!.

Benchmark
HMM

VTR
~HMM align! Chance

Average WER~ref15! 44.8% 32.3% 45.0%
Average WER~ref1100! 56.1% 50.2% 59.6%

TABLE IV. VTR recognizer’s average WER% as a function ofN in the N-best list (ref1N).

N 1 2 3 4 7 10 20 30 40 50 60 70 80 90
WER% 20.5 26.3 29.3 31.2 34.5 36.1 40.6 43.3 44.6 46.4 47.7 48.5 49.5 50.1

TABLE V. Performance comparison of two recognizers for a total of 1241
utterances when the recognizers are not exposed to the reference transcrip-
tion ~5-best and 100-best!.

Benchmark
HMM

VTR
~HMM align! Chance

Average WER~5-best! 52.6% 51.8% 54.0%
Average WER~100-best! 58.9% 58.2% 60.2%
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utterance. Comparing the data MFCCs and the model-
synthesized MFCCs, both in the same spectrogram format,
we observe a high degree of match across the entire utter-
ance. In particular, most of the observable VTR transitions
~those associated with the vocalic segments shown as the
spectral prominences! in the data are faithfully synthesized.
Use of ‘‘correct’’ target vectors~i.e., consistent with the tran-
scription! is responsible for directing the VTR transitions to
and from correct directions across the entire utterance. Then
use of such accurate VTRs as inputs to the MLPs naturally
generates the MFCCs also accurately matched to the data
MFCCs. This makes the likelihood of observation high ac-
cording to the scoring algorithm of Eq.~19!.

In contrast, for most of the incorrect transcriptions in the
N-best hypotheses, applying the same model synthesis pro-
cedure results in the VTR transitions moving to and from
wrong directions. This makes the likelihoods low according
to the scoring of Eq.~19!. Such disparate likelihoods ac-
counts for the VTR recognizer’s success when exposed to
reference transcriptions as demonstrated earlier. In this
analysis based on model synthesis, we clearly see that it is
the model’s target-directed structure which is responsible for
moving the hidden VTRs towards favorable~unfavorable!
directions for the correct~incorrect! transcription. This
serves as the basis for successfully discriminating the correct
from the incorrect transcriptions.

V. SUMMARY AND CONCLUSIONS

The spontaneous speech process is a combination of
cognitive~linguistic or phonological! and physical~phonetic!
subprocesses. The new statistical coarticulatory model pre-
sented in this article focuses on the physical aspect of the
spontaneous speech process, where a main novelty is the
introduction of the VTR as the internal, structured model
state~continuous valued! for representing phonetic reduction
and target undershoot in human production of spontaneous
speech. The continuity constraint imposed on the VTR state
across speech units as implemented in the model is physi-
cally motivated, and it enables phonetic information to flow
from one unit to another with no use of additional, context-
dependent model parameters. Such continuity is not valid in
the acoustic domain because of the nonlinear, ‘‘quantal’’ na-
ture of the distortion in the peripheral speech production
process,4 and in order for the model to ultimately score on
the acoustic domain, we explicitly represent the nonlinear
distortion as a model component integrated with the VTR
dynamic component. With the complex model structure for-
mulated mathematically as a constrained, nonstationary, and
nonlinear dynamic system, a version of the generalized EM
algorithm has been developed and implemented for auto-
matically learning the compact set of model parameters.

We have shown that in the new VTR model described in

FIG. 1. VTR model synthesis results for spontaneous speech utterance ‘‘And that’s mostly flat’’ using the correct transcription.
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this article the number of model parameters to be estimated
is reduced by incorporating the internal structure of the
speech production process. This provides the possibility of
increased recognizer stability and robustness since it restricts
the admissible solutions of the speech recognition problem to
those that result only from the possible outcomes of the VTR
model. This advantage, however, crucially depends on the
capability of the model in explaining the observed acoustic
data. In Sec. IV D on model synthesis, we have demonstrated
some essential properties of the VTR model in generating the
acoustic data. It is our future work to further improve the
accuracy~i.e., explanation power! of the VTR model and
investigate how the recognizer performance can be enhanced
as a result of the improved explanation power on the ob-
served acoustic data.

The new speech model can be viewed as structural de-
composition of observed acoustic signals into the dynamic
system state~VTR! and the mapping between the VTR~in-
ternal! variables and the acoustic~external! variables. It may
be possible that when these two structures compensate each
other, the convergence of the parameter estimation could be
affected. This is so because different combinations of the two
components could result in the same observed information
used for the parameter estimation. However, the model syn-
thesis results shown in Sec. IV D have convinced us that
such undesirable compensation is unlikely to have occurred,
because the VTR target parameters estimated from the
acoustic data have been shown to largely conform to the
physical reality.

We have carried out a series of experiments for speech
recognition, model synthesis, and analysis using the recog-
nizer built from the new speech model and using the spon-
taneous speech data from the Switchboard corpus. The prom-
ise of the new recognizer is demonstrated by showing its
consistently superior performance over a state-of-the-art
benchmark HMM system under similar experimental condi-
tions, especially when exposed to the reference transcription.
Experiments on model synthesis and analysis shed powerful
insight into the mechanism underlying such superiority in
terms of the VTR target-directed behavior and of the long-
span context-dependence property, both ensured by the
model construct.

While studying the VTR model’s~desirable! tendency of
automatically ‘‘locking in’’ to the correct transcription, we
have also observed and analyzed its opposite~undesirable!
tendency of ‘‘breaking away’’ from the locally correct
phones by the action of incorrect transcriptions located a
distance away. Both of these tendencies are enabled by the
inherent long-span context-dependence property of the VTR
model. The undesirable, ‘‘break-away’’ tendency, which ac-
counts for the results shown in Table V, can be eliminated if
we move on to some more realistic evaluation paradigms
than the currentN-best rescoring. Most of the transcriptions
in the N-best lists used in this work contain more than 30%
word errors, artificially accentuating the ‘‘break-away’’ ef-
fect. One new evaluation paradigm we are currently pursuing
is rescoring on a word lattice rather than on anN-best list.
With a sufficiently large lattice, the word errors contained in
the lattice is becoming diminishingly small. This provides

the opportunity to completely eliminate the negative effect of
‘‘break away’’ ~due to an error a distance away! if cares are
taken to avoid early introduction of errors during the lattice
search.

A related research effort we are currently also pursuing
is motivated by the experiments reported in Sec. IV B
~Tables I and II!, which underscore the critical role of using
true dynamic regimes of the VTR model in speech recogni-
tion performance. Algorithms are currently under develop-
ment which will be capable of joint optimization of dynamic
regimes and of the regime-bound acoustic match scores.
These algorithms will also be extended to training, enabling
the automatic learning of all model parameters without use
of heuristically supplied dynamic regimes in the training
data.

Our further efforts will include a number of approaches
to improving the overall quality of the speech model and
subsequently speech recognition performance. These ap-
proaches will include interfacing the VTR model to a
feature-based phonological model,6 use of clusters of target
vectors to represent multiple-speaker variability in the VTR
target, normalization of speakers in both acoustic and VTR
target domains, on-line adaptation and time-varying model-
ing of state and observation ‘‘noise’’ variances, Bayesian
learning of system matrices to allow effective speaking rate
and style adaptation, and discriminative training of the model
parameters.
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Complex molecular signaling heralds the early stages of pathologies such as angiogenesis,
inflammation, unstable atherosclerotic plaques, and areas of remote thrombi. In previous studies,
acoustic enhancement of blood clot morphology was demonstrated with the use of a nongaseous,
fibrin-targeted acoustic nanoparticle emulsion delivered to areas of thrombosis bothin vitro and in
vivo. In this study, a system was designed and constructed that allows visualization of the evolution
of acoustic contrast enhancement. To evaluate the system, two targets were examined:
avidin-complexed nitrocellulose membrane and human plasma clots. The time evolution of
enhancement was visualized in 10-min increments for 1 h. A monotonic increase was observed in
ultrasonic reflection enhancement from specially treated nitrocellulose membranes for targeted
emulsions containing perfluorooctylbromide~1.3060.3 dB! and for perfluorooctane~2.6460.5 dB!
within the first 60 min of imaging. In comparison, the inherently nonechogenic plasma clots showed
a substantial increase of 12.060.9 dB when targeted with a perfluoro-octane emulsion. This study
demonstrates the concept of molecular imaging and provides the first quantifiable time-evolution
report of the binding of a site-targeted ultrasonic contrast agent. Moreover, with the incorporation
of specific drug treatments into the nanoparticulate contrast agent, ultrasonic molecular imaging
may yield reliable detection and quantification of nascent pathologies and facilitate targeted drug
therapy. © 2000 Acoustical Society of America.@S0001-4966~00!02212-8#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Qf, 43.80.Vj@FD#

I. INTRODUCTION

Molecular imaging is a very new but rapidly growing
field of medicine that complements and extends traditional
imaging modalities.1 The primary interest of traditional
medical ultrasonic imaging has been discerning organ
anatomy, blood flow, and for echocardiography, gross func-
tion. The area of molecular imaging seeks to extend the tra-
ditional imaging approach by adding the ability to differen-
tiate pathology through detection of molecular and cell-
surface epitopes. These molecular signatures occur on a
microscopic level far below the threshold of resolution of
any practical imaging modality.

Historically, molecular imaging has been the domain of
positron emission tomography2 and nuclear medicine3 where
highly specific ligands have been attached to radioactive el-
ements to target specific tissues of the body. Recent devel-
opments in the fields of magnetic resonance4 and ultrasound
imaging5 have spawned novel approaches to the goal of mo-
lecular imaging using these modalities.

Ultrasonic contrast agents have been the subject of ac-
tive research for the last decade, especially in recent years
with added interest in developing blood-pool agents suitable
for determining perfusion of the heart and other organs.5,6

These contrast agents have typically consisted of gaseous
microbubbles surrounded by lipid, albumin, polymer, or
other proprietary shell materials. The large acoustic imped-
ance mismatch between the blood pool and entrapped gas
leads to an extremely echogenic contrast agent. The success
of microbubbles depends on their ability to pass through the
vasculature of the lungs~3–5 mm! and to resonate at the
frequencies of ultrasound typically employed in clinical stud-
ies. These blood-pool contrast agents appear to aid in the
diagnosis of morphological abnormalities,7 aid in border de-
tection for assessment of myocardial function,8 and in some
instances actually help assess myocardial perfusion.9

Site-targeted ultrasonic contrast is a complementary
technology to blood-pool contrast agents. The primary func-
tion of site-targeted contrast agents is to specifically enhance
the acoustic detection of pathologic tissues, e.g., intravascu-
lar plaque, thrombosis, inflammation, and new vessel growth
around tumors. A highly specific ligand complexed with an
ultrasonic contrast agent can selectively highlight a specific
pathology previously undifferentiated from surrounding tis-
sue. Because early biochemical changes associated with cer-
tain pathologies cannot be resolved with typical ultrasonic
imaging systems, the role of site-targeted contrast agents in
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molecular imaging is to establish the location and ‘‘detec-
tion’’ ~although not necessarily the resolution! of a pathog-
nomic molecular marker.

The site-targeted contrast agent employed in this study
consists of a liquid-perfluorocarbon, lipid-encapsulated
nanoparticulate emulsion. The nanoparticles~;250 nm in
diameter! have been successfully demonstrated to enhance
thrombus in bothin vitro10 and in vivo settings.11,12 In addi-
tion, because of their smaller size, these particles were able
to penetrate microfissures in the arterial wall to target the
expression of vascular tissue factor, an inducible transmem-
brane protein, in balloon-injured carotid arteries.13 In this
study, the targeting of our contrast system occurs in three
steps. The first step delivers a biotinylated antibody into the
circulating system. For the purposes of targeting human
plasma clots, we utilized a well-characterized biotinylated
monoclonal antifibrin antibody, NIB 5F3.14,15 After the anti-
body has had adequate time to fix to fibrin B-domains on the
substrate surface, avidin is delivered. The avidin particles
have a strong natural affinity for the biotin complexed to the
antibody. The third stage delivers a biotinylated perfluoro-
carbon emulsion. The perfluorocarbon emulsion is encapsu-
lated in a monolayer lipid coating16 which contains the biotin
molecules. The perfluorocarbon particles then attach to the
antibody-complexed avidin molecules through unoccupied
biotin sites.

The primary goal of this study was to design and imple-
ment an experimental measure to quantify and image the
time dependence of acoustic enhancement achieved by spe-
cific binding of the site-targeted contrast agent. This system
allows measurements of the acoustic enhancement character-
istics of ligand-targeted particles in a setting that can mimic
blood flow, and provides a platform for the evaluation of
changes to the agent’s formulation with the addition of other
ligands or drugs for treatment purposes. Thrombus was se-
lected as the desired target substrate because of its biological
importance in the areas of stroke, heart attack, and pulmo-
nary emboli. The present paper describes the temporal evo-
lution of binding of site-targeted contrast agent to a thrombus
as distinct from the static approach taken by earlier studies
from our group10,12and others17,18which examine the differ-
ence between clots at baseline and after long exposure to
contrast agent.

By observing the change in ultrasonic reflection as bind-
ing of the contrast agent to a substrate progresses over time,
the dynamics and physical model that describe the source of
ultrasonic enhancement can be tested. Section II briefly sum-
marizes a simple, acoustic transmission line model for the
enhancement bestowed by the perfluorocarbon nanoparticles.
This section then predicts some features that would be ex-
pected in the frequency-dependent reflection enhancement.
Sections III and IV describe the methods and results of this
study. Finally, in Sec. V we discuss some of the implications
of this study in the context of targeted contrast agents and
molecular imaging.

II. THEORETICAL MODEL

To explain the observed enhancement of ultrasonic scat-
tering from a surface targeted with the liquid nanoparticle

perfluorocarbon emulsion, a simple acoustic transmission
line model has been developed.10,19 This model attempts to
account for several experimental features of the contrast
agent: the lack of enhancement when the emulsion is in sus-
pension, and the observed increase when the contrast agent
attaches to a substrate.

The geometry of the experimental situation has been
simplified. The incoming wave is modeled as a plane wave
approaching the interface provided by a substrate covered
with a targeted contrast agent. The incoming wave passes
through an attenuating medium that could be phosphate
buffer, as in ourin vitro experiments, or whole blood, as in
our in vivo situations. The ultrasonic wave then encounters
the contrast agent, which is modeled as a continuous thin
layer completely covering the substrate. This approximation
is an obvious oversimplification as the density of bound con-
trast particles is not continuous and the surface topography
of the substrate often has greater variation than the thickness
of single layer of contrast.11 Nevertheless, the predictions of
such a simple model are useful for determining the physical
mechanism and building intuition for the enhancement ob-
served with this site-targeted contrast agent. The substrate is
modeled as having a thickness great enough to preclude re-
flections from the back wall from interfering with the ob-
served front wall echo. In this study, the experimental sub-
strates consist of plasma clots, as well as a more controlled
medium, nitrocellulose membrane.

The amplitude reflection coefficient from the combined
system can be expressed as

r ~k!5r 121
t12t21r 23e

2ikd

12r 21r 23e
2ikd , ~1!

where r and t are the complex reflection and transmission
coefficients between water~1!, contrast~2!, and substrate~3!,
k is the wave number of the ultrasonic wave in the contrast
layer, andd is the thickness of the contrast layer. Typical
thickness of a layer consisting of one covering of the sub-
strate by the emulsion particles is about 250 nm. The ampli-
tude reflection and transmission coefficients are merely func-
tions of the complex impedance, and therefore are primarily
controlled by the density and speed of sound in each mate-
rial.

The enhancement provided by the layer of contrast agent
can be expressed in decibels as

Enhancement520 log~ ur ~k!u/ur 0u!, ~2!

where r 0 is the amplitude reflection coefficient of the sub-
strate surface without the contrast agent.

III. METHODS

A. Sample preparation

1. Manufacture of antibody

A frozen ~2145 °C! antifibrin hybridoma cell line@NIB
5F3 ~Ref. 14!# was resurrected into Dulbeco’s modified Ea-
gle’s medium~DMEM! containing 10% fetal bovine serum
~FBS! and 1% glutamine. Cells were maintained in a 37 °C

3050 3050J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Hall et al.: Time evolution of targeted contrast



incubator at 5% CO2. The hybridomas were split, then
passed into larger flasks. As the cells reached confluency,
additional fresh DMEM was added to lower the FBS concen-
tration to 3%. The medium was allowed to remain on the
cells until the cells began to die. At this time, the supernatant
was collected, spun, and passed through a 0.45-mm filter.
The clarified supernatant was then concentrated using a
10 000-molecular weight cutoff~MWCO!. The concentrated
volume was frozen at2145 °C until the NIB 5F3 antifibrin
antibody was isolated.

Concentrated medium was thawed at 4 °C and loaded
onto a protein G Sepharose column~Amersham Pharmacia
Biotech! using 20-mM sodium phosphate (pH 7.0). The IgG
was then eluted with 0.1 M glycine (pH 2.7), neutralized
with 1.0 M Tris-HCl, while fractions were collected. Protein
fractions were detected by ultraviolet spectrophotometry at
280 nm. The IgG fractions were pooled and dialyzed against
20-mM sodium phosphate (pH 7.0). Polyacrylamide gel
electrophoresis~PAGE! validated the molecular weight of
the IgG. The antifibrin monoclonal antibody was then bioti-
nylated using a biotinylation kit~EZ-link Sulfo-NHS-LC-
Biotinylation kit 21430, Pierce, Rockford IL!. The antibody
was used immediately or frozen at2145 °C for future ex-
periments.

2. Formulation of the contrast agent

Our first generation agent comprised a three-step process
for ‘‘pretargeting’’ a biotinylated antibody and subsequent
binding of a biotinylated emulsion to a molecular epitope.
The contrast agent itself was produced by incorporating bi-
otinylated phosphatidylethanolamine into the outer lipid
monolayer of a perfluorocarbon microemulsion. Briefly, the
emulsion was comprised of perfluorocarbon~40% w/v!, saf-
flower oil ~2.0% w/v!, a surfactant comixture~2.0% w/v!,
and glycerin~1.7% w/v! with a minimum batch size of 25
ml. The surfactant comixture included 64 mole % lecithin
~Pharmacia Inc!, 35 mole % cholesterol~Sigma Chemical
Co.!, and 1 mole % N-~6-~biotinoyl!amino!hexanoyl!-
dipalmitoyl-L-alpha-phosphatidyl-ethanolamine, ~Pierce
Inc.! which were dissolved in chloroform. The chloroform–
lipid mixture was evaporated under reduced pressure, dried
in a 50 °C vacuum oven overnight, and dispersed into water
by sonication. The suspension was transferred into a blender
cup ~Dynamics Corporation of America! with perfluorocar-
bon, safflower oil, and distilled, deionized water and emulsi-
fied for 30 to 60 s. The emulsified mixture was transferred to
an S100 Microfluidics emulsifier~Microfluidics Co.! and
continuously processed at 20 000 PSI for 3 min. The com-
pleted emulsion was vialed, blanketed with nitrogen, and
sealed with a stopper crimp seal until use. A control emul-
sion was prepared similarly except a nonbiotinylated phos-
phatidylethanolamine was substituted into the surfactant co-
mixture. Particle sizes were determined in triplicate at 37 °C
with a laser light scattering submicron particle size analyzer
~Malvern Zetasizer 4, Malvern Instruments Ltd., Southbor-
ough, MA!, which indicated tight and highly reproducible
size distribution with average diameters around 250 nm.

3. Nitrocellulose

Nitrocellulose was prepared with a diaminohexane
spacer and activated with glutaraldehyde for protein conju-
gation. Nitrocellulose discs~2.5-cm diameter! were im-
mersed in 1,6 diaminohexane~2.5% w/v, pH 11.9! for 60
min under constant rotary agitation. The membranes were
next washed under constant agitation for approximately 12 h
in 1 M acetic acid followed by 12 h in ultrapure water with
several changes of each medium. The diaminoalkane-
modified nitrocellulose membranes were then exposed to 1%
glutaraldehyde in 0.5 M NaHCO3/Na2CO3, pH510, for 15
min followed by a 3-h wash in several changes of ultrapure
water. The diaminohexane modified, glutaraldehyde-
activated nitrocellulose membranes were stored dry at 4 °C
until use.

Avidin ~50 mg! dissolved in 0.1 M phosphate buffered
saline ~PBS! (pH 7.2– 7.4) was spotted and dried dropwise
onto the center of each membrane with a microliter syringe
and allowed to dry. Next, each membrane was washed with
three 5-min changes of PBS-0.1% Tween 20. ‘‘Blotto’’ or
dried milk in PBS-0.1% Tween 20 was used to block glutar-
aldehyde activated protein binding sites left unoccupied after
the application of avidin for 20 min. Excess blotto was re-
moved with three 5-min isotonic, PBS washes.

Four nitrocellulose discs were utilized for exposure to
each perfluorocarbon-based contrast agent using perfluo-
rooctane~PFO! and perfluorooctylbromide~PFOB!. Control
disks were prepared by utilizing nitrocellulose membranes
completely blocked with blotto.

4. Human clot

Plasma clots were produced on nitrocellulose mem-
branes by combining human citrated plasma~375 ml! and
100 mM calcium chloride~25 ml! with 3 units of thrombin in
a plastic mold placed on the membranes. The plasma was
allowed to coagulate slowly at ambient temperature and then
transferred to PBS until exposure to the control or targeted
contrast system. A picture of one clot is included in Fig. 1~a!.

Clots were then incubated with the biotinylated 5F3 an-
tibody overnight in PBS in a 4 °C cold room under gentle
agitation. The clots were then rinsed and exposed to 100mg
of avidin under gentle agitation for 30 min at room tempera-
ture. The clots were then rerinsed and ready for exposure to
contrast agent in the manner described in the next subsec-
tion. Control clots (n54), not pretargeted with biotinylated
antibody or avidin, were exposed in an identical manner to
the biotinylated contrast agent. Treated clots (n511) were
exposed to the biotinylated contrast agent which contained
perfluorooctane.

B. Ultrasonic acquisition

A 25-MHz, spherically focused transducer~0.63-mm di-
ameter, 2.54-mm focal length, Panametrics V324! was
mounted on a gantry consisting of three orthogonal sleds.
The transducer was translated in a raster scan format by a
computer-controlled motion controller~Aerotech Unidex 12!
with 100-mm resolution. The pulses sent to the motor from
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the motion controller were counted in a digital counter~Na-
tional Instruments PCI-1200! and then a trigger was gener-
ated for a digital delay generator~Stanford Research Systems
DG535!. The delay generator then sent a trigger for the
pulser~Panametrics 5900! and for the digitizing oscilloscope
~Hewlett–Packard 54510B!, as well as a delayed trigger for
the real-time digitizer~Tektronix RTD720A!. The delayed
trigger was used to capture data with the real-time digitizer
within the same time window shown on the oscilloscope.
Traces representing the backscattered ultrasonic wave were
captured on the fly as the transducer was scanned over the
surface of the clot in a 68368 ~6.8 mm36.8 mm! grid at
100-mm resolution. The traces were then transferred from the
real-time digitizer to the controlling computer~Apple Power
Macintosh 7300! over the general purpose interface bus
~GPIB! for image reconstruction and data storage. Acquisi-
tion typically took about 4 min per scan. Figure 1~b! shows
the block diagram of the experimental setup. The peak pres-
sure at the focus of the transducer was found to be 0.3 MPa
with the aid of a calibrated hydrophone~PVDF-Z44-0400,
Specialty Engineering!.

The sample chamber consisted of a fully enclosed well
with an acoustic aperture to allow insonification of the
sample. The chamber was attached through two ports to sili-
cone tubing~Masterflex Platinum, i.d.51/8 in.! that allowed

perfusion of the contrast agent over the sample. A roller
pump ~Masterflex, Cole-Parmer, Inc.! was used to drive the
flow at a rate of 20 mL/min or roughly 4.2 cm/s in the center
of the tube. The flow system was filled with 20 mL of 50-nM
phosphate buffer. The sample chamber and enclosed sample
were positioned vertically so that no passive settling of the
contrast agent could occur. After initial location of the
sample, a bolus of 100mL of the contrast agent was deliv-
ered through an injection port and ultrasonic monitoring was
performed at 10-min intervals thereafter for 60 min.

C. Ultrasonic analysis

The reflected ultrasonic signals were full-wave rectified
and used to render a peak-detected c-scan image so that a
user-defined region of interest could be drawn around the
clot or nitrocellulose sample. The signals representing the
reflection of the interrogating wave of ultrasound from the
surface of the sample were isolated with a rectangular win-
dowing function. The placement of the window was care-
fully controlled in the case of the thin nitrocellulose samples
by an automatic algorithm that placed the end of the window
midway between the front and back wall echo of the nitro-
cellulose paper. The isolated signal was then fast Fourier
transformed and the average power over the usable band-
width ~17 to 35 MHz, 10-dB down points! was calculated in
the logarithmic domain. This ‘‘integrated power’’ was then
sorted for all of the points in the region of interest and the
100 brightest points were retained for analysis. The inte-
grated power was used to render images of the change in
ultrasonic enhancement of the clot. The frequency-dependent
reflection enhancement was averaged for these 100 points
and then normalized by subtracting the reflection enhance-
ment for the 0-min~first postcontrast scan!. This process was
performed for all of the time points~0 to 60 min in 10-min
increments! and for each sample.

IV. RESULTS

A. Theory

The theoretical predictions for the two situations exam-
ined experimentally in this paper are shown in Fig. 2. For the
case of reflection enhancement of nitrocellulose membrane
with the site-targeted contrast agent, the following experi-
mentally determined densities and velocities were used:

FIG. 1. ~a! Human plasma clot shown in petri dish;~b! experimental setup
for acquisition of time-dependent site-targeted ultrasonic enhancement.

FIG. 2. Theoretical prediction of the frequency-dependent reflection coeffi-
cient for a monolayer~250 nm! of targeted perfluoro-octane emulsion on
nitrocellulose membrane and human plasma clot.
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rnitrocellulose51.141 g/cm3, nnitrocellulose51.47 mm/ms,
rwater51.0 g/cm3, nwater51.49 mm/ms, and rPFO51.73
g/cm3, nPFO50.58 mm/ms. The thickness of the layer was
assumed to be that of a monolayer of typical contrast par-
ticles ~250 nm!. For predictions of enhancement from the
clot, the same parameters were used with the exception of
rclot51.05 g/cm3 and nclot51.49 mm/ms. The theoretical
model predicts an increase in the magnitude of reflection
enhancement with increasing frequency within the band-
width of these measurements and forecasts greater enhance-
ment for the clot than for the nitrocellulose.

B. Nitrocellulose membrane

The more uniform nitrocellulose membranes provided
an ideal test of the binding characteristics of our site-targeted
emulsion. Although the samples (n54) were initially acous-
tically reflective, changes in the enhancement were discern-
ible in our serial measurements of ultrasonic reflection. The
top panel of Fig. 3 illustrates the change in integrated reflec-
tion enhancement during exposure of the membrane to the
contrast agent. The enhancement was quite small for contrast
agents made with either PFO or PFOB. The total enhance-
ment over the course of 60 min of exposure was 1.3060.3
dB for PFOB and 2.6460.5 dB for PFO versus 0.1360.03
dB for control ~p,0.05 at 20 min for PFO and PFOB!.

Figure 4 shows the frequency-dependent reflection en-
hancement at 10-min intervals for PFO and PFOB. There are
several interesting features in addition to the obvious mono-
tonic increase in the amount of enhancement from the tar-
geted clots. There is an overall general increase in the en-
hancement with frequency with the highest frequencies
showing greater reflection enhancement than the lower fre-
quencies in our bandwidth. In addition, the slope of the
frequency-dependent reflection enhancement increases as the
contrast agent binds to the membrane over time.

C. Human clots

The human plasma clots were a more biologically rel-
evant substrate for targeting our contrast agent. Figure 5
shows images of a clot rendered with integrated power~17 to
35 MHz! mapped to grayscale. The first picture labeled
‘‘baseline’’ demonstrates the low echogenicity inherently
possessed by these clots. The series of pictures made in 10-
min intervals shows the morphology of the clot becoming
increasingly apparent as the site-targeted contrast agent binds
to receptors on fibrin strands. The increase in integrated
power was quantified and is shown in the bottom panel of
Fig. 3. Like the results for nitrocellulose membranes~top
panel of Fig. 3!, the curves demonstrated improved reflection
enhancement as a function of exposure time to the contrast
agent. The increase in reflection enhancement for the clots
was substantially greater than for the membranes: 12.060.9
dB for the treated clots (n511) as opposed to the control
clots~2.962.3 dB,p,0.0002 at 20 min,n54!. This result is
to be expected because the clots are inherently nonechogenic
at baseline.

The frequency-dependent reflection enhancement is
shown in Fig. 6 for both the fibrin-targeted and control clots.
There is no discernible increase in the reflection enhance-
ment for the control clots, while the targeted clots’
frequency-dependent reflection enhancement has many of
the same features as the experiment with nitrocellulose mem-
brane. In particular, there is a monotonic increase in the
amount of reflection enhancement with time, as well as a
positive slope in the frequency dependence of the observed
reflection enhancement. Although there may appear to be
some structure in the frequency-dependent reflection en-
hancement, it is worth noting that the curves have been nor-
malized to the frequency-dependent reflection from an unen-
hanced clot which itself has very low signal-to-noise ratio.

FIG. 3. Time evolution of the enhancement of reflection from nitrocellulose
membrane~top panel! for treated (n54) and control (n54). Bottom panel
contains results for human plasma clot~treated,n511 and control,n54!. FIG. 4. The frequency-dependent reflection enhancement for nitrocellulose

membrane (n54) as a function of exposure time. Typical standard error of
the mean is 0.05 dB.
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We also include preliminary data that demonstrate the
dependence of the contrast effect on the directionality of the
insonifying wave with respect to the substrate, shown in Fig.
7. This experiment consisted of a normal measurement of
enhancement, but at the 60-min mark rotating the transducer
by a 5-deg angle. The resulting structure of the reflection
image can be seen to be highly dependent on the angle of
insonification. This effect is believed to be due to the vari-
ability of the surface geometry of the biological samples.

V. DISCUSSION

‘‘Molecular imaging’’ entails detecting the presence of
molecular markers such as proteins or other cellular recep-
tors associated with pathology. This approach promises to
increase the certainty and timeliness of diagnosis and to aid
the treatment of a disease before it progresses. Unlike tradi-
tional imaging techniques, which concentrate primarily on

the ability toresolvea change in morphology or function of
tissue, molecular imaging attempts todetectand localize bio-
chemical changes within the body. Accordingly, site-targeted
contrast agents are designed to adhere to specific receptors
within a pathology and provide imaging contrast with respect
to the surrounding materials.

The natural extension of perfusion contrast agents to
site-targeted applications was the attachment of a ligand to a
microbubble contrast agent. This technique has been em-
ployed by several researchers to examine anin vitro avidin/
biotin targeted petri dish,20 activated carotid endothelial
cells,21 and thrombus.12,17Other investigators have examined
the interaction of thrombus with site-targeted agents. In par-
ticular, Unger et al. have observed successful binding of
MRX-408, a bubble-based contrast agent, bothin vitro17,22

and in vivo.18 In subsequent studies, he demonstrated that
lysing the clot with bound microbubbles could induce a
therapeutic effect.23 Liposome suspensions also represent an-
other technology that shows some promise as a site-targeted
acoustic contrast agent.24 Studies have shown that the multi-
lamellar lipid bilayers form internal vesicles within a lipo-
some and lead to increased acoustic reflectance.25 Demos
et al.have shown successful binding of these agents to fibrin
on slides,26 fibrin-coated filter paper,27 and in plaques of ar-
terial segments.25

In this paper, we have described a different agent, a
liquid-perfluorocarbon, lipid-encapsulated nanoparticle,
which has been used successfully as an ultrasonic contrast
agent.10–13 The agent is stable in the bloodstream and has a
circulating half-life of roughly 1 h.28 The nanoparticles are

FIG. 6. The frequency-dependent reflection enhancement for human clot
(n511) as a function of exposure time. Typical standard error of the mean
is 1.5 dB.

FIG. 7. Comparison of integrated enhancement for two different orienta-
tions of the transducer with respect to the surface of a human plasma clot.

FIG. 5. C-scan images of the inte-
grated reflection enhancement for spe-
cific exposure times of human clot to
site-targeted ultrasonic contrast agent.
Each image is 68368 sites at 100-mm
resolution.
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not echogenic in suspension~i.e., the volumetric scattering is
quite small! but provide enhancement only when bound in
adequate density on the targeted surface. We have described
a very simple physical model that provides a general expla-
nation for this effect.10,19An important element in the design
of a site-targeted contrast agent is a preliminary evaluation of
the binding and enhancement characteristics of the agent
when attached to the targeted substrate. To accomplish this
goal, we designed and experimentally verified a system
which quantifies the acoustic enhancement of our site-
targeted contrast agent as it bound to a synthetic target, ni-
trocellulose membrane, and a biological target, thrombus.

To measure the effect of binding of the site-targeted
contrast agent on ultrasonic enhancement, we utilized a clot
made from human plasma. The increase in ultrasonic reflec-
tion coefficient after introduction of the agent was monitored
with the clot mounted in an interaction chamber attached to a
system designed to mimic blood flow. Figure 3 shows the
results for ultrasonic reflection enhancement versus time of
exposure for both nitrocellulose membrane and human clot.
There are several interesting features to note about these two
graphs. The obvious interpretation is that the enhancement of
the substrate was successful for the site-targeted agents and
demonstrates a monotonic increase in the amount of reflec-
tion enhancement with exposure time. The nitrocellulose is
expected to show a much smaller enhancement according to
the theory presented in Sec. II~see Fig. 2! due to its inherent
impedance mismatch with the surrounding fluid. Human clot,
which is much more water-like in density and longitudinal
acoustic velocity, shows a substantial increase in ultrasonic
reflection enhancement as the theory would predict. One of
the interesting, although at this time unexplained, features of
Fig. 2 in comparison to Figs. 4 and 6 is that the predicted
ultrasonic enhancement is somewhat less than that observed
experimentally at 60 min. One possible explanation for this
difference is the fact that the contrast agent does not bind in
a smooth 250-nm layer, but may in fact be approximated by
a thicker layer with the acoustic attributes of the surrounding
medium combined with the perfluorocarbon. The effect of a
thicker layer may account for the increased acoustic contrast.

One of the predictions of the simple acoustic transmis-
sion line model presented in Sec. II is that the frequency-
dependent reflection enhancement increases with frequency
for both nitrocellulose membrane and human clot targeted
substrates. Figures 4 and 6 show the experimentally deter-
mined frequency-dependent reflection enhancement as con-
trast agent exposure time increases. These figures illustrate
that the reflection enhancement increases as a function of
frequency. This observation concurs with the predictions
shown in Fig. 2. The frequency-dependent reflection en-
hancement for the human clots show peaks and troughs with
frequency, although the authors believe these are an artifact
due to referencing all enhancement to the relatively noisy
ultrasonic reflectance from unenhanced clot. An interesting
feature is noticeable on the nitrocellulose membrane curves
in Fig. 4: the frequency dependence increases from an almost
frequency-independent reflection enhancement as one might
expect from a flat surface to the predicted positive slope with
the presence of contrast agent.

In addition to the magnitude of the time-exposure curves
which is due primarily to the initial or baseline echogenicity
of the substrate, another distinguishing characteristic in Fig.
3 is the shape of the time-exposure curve. The human clots
near an apparent asymptote at 60 min. All of the measure-
ments for targeted thrombi demonstrate that peak enhance-
ment is reached near 60 min, while the asymptote for the
nitrocellulose appears to occur later in time. The enhance-
ment observed for substrates is a function of many factors:
epitope density, binding efficiency, surface topography, and
flow rate, among others. The fact that the nitrocellulose does
not appear to have reached an asymptote could be due to
several reasons. We surmise that the surface topography may
have a large influence. Unlike the membrane, the human clot
is a rough surface with limited surfaces that are roughly per-
pendicular to the insonifying wave. Further proof for this
interpretation can be seen in Fig. 5, where only certain por-
tions of the clot become bright as exposure time increases.
These regions of enhancement are likely to be areas of suf-
ficiently flat topography.

The importance of the angle between the direction of
insonification and the surface topography of the targeted sub-
strate is demonstrated in Fig. 7. A small change in this angle,
5 deg, resulted in a substantially different pattern of ultra-
sonic enhancement, although the overall magnitude was
similar. Interestingly, the patterns of enhancement changed
in a complementary manner such that regions that were once
less echogenic became brighter and vice versa. One likely
explanation for this effect is that the sites that were perpen-
dicular to the insonifying wave changed as the transducer’s
angle changed. These results imply that the surface topogra-
phy of the target is an extremely important factor in the
enhancement of the substrate. Fortunately, most biological
targets have enough variation in surface roughness that the
importance of careful alignment of the transducer should not
be a great concern. In addition, the clots used in these studies
are artificially constructed plasma clots that have a tight
weave of fibrin which prevents the deep penetration of the
nanoparticles into the clot. In anin vivo thrombus, the con-
trast agent~250 nm! would be able to penetrate and adhere to
fibrin throughout the volume of the clot due to the interpo-
sition of red blood cells~8 mm! and other cellular elements
~.8 mm!,10 thereby increasing the echogenicity as if the tar-
get were a multilevel mixture of fibrin and perfluorocarbon
contrast.

Several interesting questions can be answered with the
construction of this imaging approach, including: what is the
effect of flow rate on the binding efficiency of site-targeted
contrast agent and once bound, what is the ability of the
agent to stay attached to the substrate when encountering
various shear rates? The flow rate chosen for these experi-
ments was chosen to be below typical maximum systolic
flow velocities in the body of about 1 m/s.29 The shear rate
and resulting drag forces on the bound particle are small due
to the fact that there is low flow velocity near the edges of
the vessel where the particles bind and the small cross-
sectional area of the particle. Using a model described by
Hyman30 to describe the shear force on a particle attached to
a planar surface in flow, we calculate that the drag force on
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the particle is on the order of 131029 newtons. Further
studies will characterize the effect of flow on binding rate
and persistence of the contrast agent.

Another utility of the system described in this paper is
the ability to check the effect of changing the nanoparticle
composition by conjugating different ligands, drugs, and im-
aging agents to the particles. The top panel of Fig. 3 shows
the result of changing the formulation of the contrast agent
by substituting different perfluorocarbons. The contrast agent
incorporating the perfluorooctylbromide had less overall re-
flection enhancement at each time point than the agent in-
cluding the perfluorooctane. This assessment was made pos-
sible and more credible by the easily tracked monotonic
increase of reflection enhancement for both agents at each
time point. In future studies, we wish to assess the effect of
other formulation changes including the effect of incorporat-
ing other perfluorocarbons31 and direct conjugation of the
antibody to the particle13 as opposed to the three-step,
avidin–biotin approach utilized in this and previous studies.
By tracking the enhancement of a substrate targeted with
different antibodies, we will be able to confirm the bioactiv-
ity of the particles and also characterize their relative con-
trast efficiency.

In addition, we would eventually like to extend this
work by attaching a drug to the particle so that we can si-
multaneously image and treat an area of pathology. The sys-
tem employed in this study is ideally suited to examine the
possible stearic hindrance or other effects that the incorpora-
tion of other moieties may have on the binding characteris-
tics of the agent.

VI. SUMMARY

We have successfully designed and constructed a system
for visualizing and measuring the time course of ultrasonic
enhancement due to binding of a site-targeted contrast agent.
The enhancement showed monotonic increase with time for
the targeted clots and nitrocellulose membranes and the fea-
tures of the frequency-dependent reflection enhancement
qualitatively matched a simple, acoustic transmission line
model used to describe the source of the enhancement. To
the best of our knowledge, this paper is the first to describe
the direct visualization of the time course of binding of site-
targeted contrast agent to thrombus. The methodology re-
ported here can be extended to aid the delineation of the
effects of different ligands~antibodies, proteins, aptamers,
etc.!, incorporation of drugs and other imaging agents, and
formulation changes to the contrast agent.
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Ultrasonic wave propagation in human cortical bone has been investigatedin vitro using the
so-called axial transmission technique. This technique, which relies on velocity measurement of the
first arriving signal, has been used in earlier investigations to study bone status during fracture
healing or osteoporosis. Two quasi-point-source elements, one transmitter and one receiver~central
frequency 0.5 MHz!, were used to generate a wide ultrasonic beam, part of which strikes the sample
surface at the longitudinal critical angle, and to receive the signals reflected from the sample surface.
The analysis of the field reflected from a fluid–solid interface for an incident spherical wave predicts
the existence of a lateral wave propagating along the sample surface at a velocity close to the
longitudinal velocity, in addition to the ordinary reflected wave and vibration modes. The
transducer–sample and the transmitter–receiver distances were chosen such that the lateral wave is
the first arriving signal. Validation of the measuring technique was performed on test materials and
was followed by experiments on human cortical bones. Experimental results~arrival time and
velocity! strongly suggest that the first detected signal corresponds to the lateral wave predicted by
theory. © 2000 Acoustical Society of America.@S0001-4966~00!03610-9#

PACS numbers: 43.80.Ev, 43.80.Jz, 43.80.Qf, 43.80.Vj@FD#

I. INTRODUCTION

In recent years quantitative ultrasound measurements of
bone have played a growing role in the assessment and man-
agement of osteoporosis and are gradually becoming an in-
tegrated part of the diagnosis of osteoporosis. This develop-
ment is attributable to the now-wide availability of ultrasonic
equipment which provides equivalent fracture risk assess-
ment compared to conventional x-ray absorptiometric tech-
niques ~Glüer, 1997!. Ultrasound investigations of bone
properties include transverse transmission techniques in
which the ultrasound wave passes through bone, e.g., the
heel bone and the phalanges~Fredfeldt, 1986; Duboeufet al.,
1996!, and the so-called axial transmission techniques in
which the ultrasound wave propagates along the long axis of
bone, such as the tibia~Foldeset al., 1995! or radius~Hans
et al., 1999!. The transverse transmission technique uses two
transducers, one acting as a transmitter and the second one
acting as a receiver. Both transducers are placed on each side
of the bone to be tested and the speed of sound- and
frequency-dependent attenuation of a broadband ultrasonic
pulse transmitted through the sample are calculated. The
axial transmission technique currently uses a set of transduc-
ers~transmitters and receivers! to measure ultrasound veloc-
ity along a fixed distance of the cortical layer of the bone,
parallel to its long axis. This set of transducers is placed on

the skin along the bone and measures the arrival time of the
wave which propagates along and just below the bone’s sur-
face after entering it at the critical angle~Hanset al., 1999!.
This technique was first developed in 1958 to study cortical
bone status during fracture healing~Siegel et al., 1958!.
Lowet and Van der Perre~1996! have reported that in the
axial transmission technique the wave which propagates be-
tween a piezoelectric transmitter placed on the bone and a
similar receiving transducer placed at a known distance from
the transmitter propagates along bone surface at the longitu-
dinal velocity. However, to the best of our knowledge, the
nature of the propagating waves has not been documented.
The present paper, based on the theoretical analysis of the
field reflected from a fluid–solid interface, is a contribution
to the understanding of the propagation mode involved in
these measurements. Theory predicts the existence of a lon-
gitudinal lateral~or head! wave propagating along the inter-
face in the case of a spatially confined source~Brekhovskikh
and Godin, 1992; Officer, 1958; Cerveny and Ravindra,
1971!. The properties of lateral waves have been described
extensively in related fields such as geophysics~Officer,
1958; Galea, 1992!, optics ~Wabia, 1992!, or acoustic mi-
croscopy~Chan and Bertoni, 1991!. In the present paper, we
briefly describe the lateral wave propagation in terms of ar-
rival time and propagation velocity, then compare the experi-
mental arrival times and propagation velocity in two test
materials immersed in water with the predicted values for the
longitudinal lateral wave, and finally apply this technique to
cortical bone specimens~immersed in water! and determine

a!Author to whom correspondence should be addressed. Electronic mail:
Estelle.Camus@lip.bhdc.jussieu.fr
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the longitudinal velocity along the long axis of the bone. The
full understanding of the physical mechanisms involved in
these measurements may allow further advances in address-
ing several important issues regarding the potential of the
technique to characterize bone acoustical properties~attenu-
ation, velocity! and their precision.

II. THEORETICAL BACKGROUND

As cited by many authors, the first report about the lat-
eral or head wave dates back to 1910 when it was empiri-
cally inferred from earthquake records. Later, numerous the-
oretical papers were devoted to this type of propagation,
which is not described by the pure geometrical laws. The
wave integral method and/or the geometrical theory of dif-
fraction were used. Details of the investigation are given in
several textbooks~Brekhovskikh and Godin, 1992; Ewing
et al., 1957; Cerveny and Ravindra, 1971; Officer, 1958; Aki
and Richards, 1980! and we summarize here only the basic
properties of the lateral wave.

The lateral wave appears as an effect closely related to
the total reflection phenomenon. An illustration is given here
in the simplest case of two homogeneous fluid half-spaces
separated by a flat interface. The bulk wave velocity denoted
by c1 in the upper medium~medium 1, which contains the
source! is assumed to be lower than the bulk wave velocity
in the lower medium~medium 2! denoted byc2 . The critical
angleuc is defined by

sinuc5
c1

c2
. ~1!

Let us consider a spherical incident wave. Analogous
results may be obtained with cylindrical waves or bounded
beams. When using the integral representation of the field
and the contour integration method, the total reflected pres-
sure can be calculated analytically assuming that the distance
R1 between the image source and the observation point~Fig.
1! is large with respect to the wavelength~k1R1@1 wherek1

is the wave number in medium 1! ~Brekhovskikh and Godin,
1992; Ewinget al., 1957; Officer, 1958; Aki and Richards,
1980!. Expanding the pressure in powers of the small param-
eter 1/k1R1 , the dominant term gives the specularly reflected
wave while a correction of higher order is found which con-
tains the so-called lateral wave contribution, valid only for

specific regions of space such that the specular reflection
angle is higher than the critical one. It means that, using the
pure geometrical viewpoint, the lateral wave has a zero am-
plitude, and with a more precise evaluation its amplitude is
smaller than that of the reflected wave by a factor of the
order of 1/k1R1 . The energy associated with this propagation
originates in the second-order terms of the refracted wave,
which arises only when the wavefronts are curved~Heelan,
1953!.

Using the ray interpretation, the pressure corresponding
to the lateral wave is~Brekhovskikh and Godin, 1992!

P52i
c1

c2
Fk1

r2

r1
S 12

c1
2

c2
2D r 1/2@r 2~z1d!tanuc#

3/2G21

3eik1~SA1BP1@c1 /c2#AB!, ~2!

whereSA is the distance between the sourceS and pointA,
BP the distance between pointB and observation pointP, AB
the distance between pointsA andB along the interface,r1

~respectively,r2! the density of medium 1~respectively, me-
dium 2!, r the transmitter–receiver distance along the inter-
face ~also called range!, andd ~respectively,z! the distance
from the source~respectively, the observation point! to the
interface. This expression leads easily to the propagation
path shown in Fig. 1. The lateral wave is excited at the criti-
cal angle~SA!, propagates along the interface~AB! with the
bulk wave velocityc2 and reradiates back into medium 1 at
the critical angle~BP!. The lateral wave is observable only
from and beyond the critical point which is located at the
critical ranger c , corresponding to the limiting case of lack
of propagation along the interface~Brekhovskikh and Godin,
1992!

r c5~z1d!tanuc . ~3!

The lateral wavefront is not of infinite extent, as shown
in Fig. 2 ~Ewing et al., 1957; Cerveny and Ravindra, 1971!.
At a given timet such thatt<d/(c1 cosuc), the incident and
reflected wavefronts are connected on the interface at pointC
together with the refracted wavefront. With increasing time,
this point moves along the interface at velocityv(C)
5c1 /sinu(C) @u(C), angle of incidence corresponding to
point C#. Whenu(C) becomes greater than the critical angle

FIG. 1. Fluid–fluid interface with a point source and a point receiver: ray
representations of the direct, reflected, and lateral waves.

FIG. 2. Direct, reflected, refracted, and lateral wavefronts from a point
source at a fluid–fluid interface.
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uc , the velocity of pointC becomes lower than velocity
c2 : v(C),c2 . As a consequence, the refracted wavefront
will be more advanced than the incident and reflected wave-
fronts ~Fig. 2!. Therefore, the lateral wavefront appears as
the wavefront required to link the reflected and the refracted
wavefronts on the interface or, in other words, the additional
wavefront required to satisfy the boundary conditions~con-
tinuity of pressure on each side of the interface and continu-
ity of the displacement normal to the interface!. It is con-
nected on the interface to the refracted wavefront and is
tangential to the reflected wavefront at the critical ranger c .
The lateral wavefront may also be obtained using Huygens
construction ~Officer, 1958!: considering the disturbance
propagating along the interface in the lower medium with
velocity c2 , the wavelets generated in the upper medium
overlap because the velocityc2 is greater than the velocity
c1 ; the envelope which results from this overlap forms a
plane wavefront, the perpendicular of which gives the ray
direction and is oriented at the critical angle with respect to
the z axis.

The phases of the lateral and reflected waves are related
to different propagation paths and propagation velocities,
which results in different arrival times. The wavefronts show
that, at a given observation point, the lateral wave arrives
before the reflected one and in some regions of space before
the direct one. The propagation path of the lateral wave cor-
responds to the minimum propagation time between the
sourceS and the observation pointP; this is in accordance
with the Fermat principle~Officer, 1958!.

Because a lateral wave is so closely related to the critical
angle, it contributes to the reflected pressure in most of the
more complicated systems such as the fluid–solid interface
or the layered media with or without absorption. The total
pressure reflected by the system contains the specularly re-
flected wave, the eigenmodes~e.g., Lamb waves!, and the
lateral waves. In some cases,~e.g., the solid–solid interface!
several lateral waves may be identified, depending on the
number of critical angles, corresponding to conversion of
compressional to shear wave, shear to shear wave, etc. Lat-
eral waves and eigenmodes have analogous propagation
paths, but correspond to two specific attenuation behaviors.
For distances large compared to the source–interface and
observer–interface distances, the lateral wave type amplitude
varies asr 22 with ranger, while the amplitude of the specu-
lar wave and of the eigenmodes varies at most asr 21 ~Ewing
et al., 1957!. Therefore, the lateral wave type is poorly ex-
cited compared to the other phenomena and attenuates
strongly with ranger. Despite this, the longitudinal lateral
wave may be of interest in a nondestructive evaluation pro-
cedure because it arrives prior to all other contributions in
some regions of space.

III. SIMULATIONS

In order to unambiguously identify the lateral wave, it is
desirable that it be separated in the time domain from the
other signals. As mentioned in the theoretical part, several
waves arrive at the observation pointP in medium 1: the
direct wave which travels in medium 1 directly from the

source to pointP ~Fig. 1!, the wave specularly reflected on
the interface between medium 1 and medium 2, the lateral
wave which travels on the interface and is radiated back into
medium 1 at the critical angle, and other propagation modes
such as Lamb modes which arrive at a later time.

The equations of the arrival times of the direct, reflected,
and lateral waves, respectively,tdirect wave, t reflected wave, and
t lateral wave, are

tdirect wave5
@r 21~z2d!2#1/2

c1
, ~4!

t reflected wave5
@r 21~z1d!2#1/2

c1
, ~5!

t lateral wave5
r

c2
1

~z1d!

c1
S 12

c1
2

c2
2D 1/2

. ~6!

Theoretical predictions of the arrival times of the direct,
reflected, and lateral waves at the receiver~observation point
P! are plotted in Fig. 3 as a function of the transmitter–
receiver separationr for a water–solid interface withc1

51490 m s21 and c252680 m s21 ~bulk wave velocity in
Plexiglas!.

As previously reported in Sec. II of this paper, the lateral
wave can be detected only at some observation pointsP in
medium 1; that is to say Eq.~6! is valid for r values larger
than the critical distancer c @Eq. ~3!#.

Figure 3 shows that, as the transmitter–receiver separa-
tion increases, the arrival times of the direct and reflected
waves increase more rapidly than that of the lateral wave and
eventually reach the same asymptote of slope 1/c1 , while the
lateral wave reaches an asymptote of slope 1/c2 . It can be
shown that the lateral wave always arrives before the direct
wave only forr values larger thanr min defined by

r min5~12n2!21/2@n~z1d!12~zd!1/2#, ~7!

wheren5c1 /c2 .
Figure 4 shows for two different sample materials the

predicted relationship between the transducer–sample dis-
tance and the transmitter–receiver distancer along the inter-
face corresponding to simultaneous arrival of the direct and

FIG. 3. Theoretical arrival times of the direct, reflected, and lateral waves
from a fluid–solid interface;c151490 m s21, c252680 m s21.
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lateral waves, under the assumption that the transmitter– and
receiver–sample distancesd and z are equal. The two
samples, Plexiglas and aluminum with longitudinal velocities
of 2680 and 6300 m s21, respectively, were used as test ma-
terials in our experiments. For each sample material, the area
defined by~r,d! values under the limit curve defined by

z5
r

2 S 12n

11nD 1/2

~8!

corresponds to the case of a lateral wave arriving before the
direct wave@Eq. ~9!#, while in the area above the curve, it is
the opposite

t lateral wave<tdirect wave⇔z<
r

2 S 12n

11nD 1/2

. ~9!

Since the longitudinal velocity in cortical bone ranges from
3400 to 4200 m s21, the limit curve for cortical bone lies in
between that of Plexiglas and that of aluminum.

This is the basis of our experimental setup. Equation~3!
is useful in determining the area in space where the lateral
wave can be observed and Eq.~9! specifies which experi-
mental configuration~transmitter–receiver distance! must be
used so that the first arriving signal corresponds to the lateral
wave. Note that harmonic theory predicts that the lateral
wave is nondispersive; therefore, Eq.~6! may be used with
pulses.

IV. EXPERIMENTS

We present here the experimental results of identifica-
tion of the lateral wave in two test materials with a point
source and a point receiver. The technique was then applied
in vitro to cortical bone specimens immersed in water.

A. Experimental setup

All measurements were performed in a water tank at
room temperature~range 18.6–23.9 °C!. Two 2-32-mm
0.5-MHz quasi-point-source broadband piezoelectric ele-
ments~Vermon, Tours, France!, one transmitter and one re-
ceiver, were placed at normal incidence to the interface~Fig.
5!. The transmitter was excited with a broadband 180V pulse

~5052PR, Panametrics, Waltham, MA! and the received sig-
nals were recorded at different transmitter–receiverr posi-
tions by moving the receiver stepwise~1-, 2-, or 5-mm steps!
along the interface. These recordings include the direct wave,
the reflected wave, the lateral wave, and all other propaga-
tion modes. As mentioned above, the transmitter–receiver,
transmitter–sample, and receiver–sample distance~respec-
tively, r, d, andz! were chosen such that the lateral wave was
the first arriving signal. In all experiments, ther values were
in the range 23–60 mm andd or z varied from 2 to 14 mm.
In these conditions, the parameterkR introduced in Sec. II is
such thatkR@1.

Two parameters were used to identify the lateral wave:

~1! the difference in times of flight of the first arriving signal
between two measurements at consecutiver positions,
from which the propagation velocityc2 can be calculated
using

Dt5tLWi2tLWi 115
r i2r i 11

c2
i , ~10!

wheretLWi ~respectively,tLWi 11! is the time of flight of
the first arriving signal when the receiver is at positionr i

~respectively,r i 11!;
~2! the absolute time-of-flight measurements as a function of

distancer which can be compared to the theoretical pre-
dictions given by Eq.~6!.

In order to determine the experimental quantitiesd and
z, the transmitter– and receiver–sample distances which are
used in the theoretical predictions, the transmitter and the
receiver were driven individually in the pulse echo mode and
the two quantities were measured from the time of flight of
the first echo reflected from the interface. The experimental
transmitter–receiver separationr, which is also needed to
compute the theoretical predictions, was measured from a
series of recordings of direct transmission of an ultrasonic
pulse from the transmitter to the receiver for each receiver
positionr with the sample removed from the water tank. The
water velocity taken in the time-of-flight predictions was
1490 m s21 ~velocity at 22.5 °C! and the experimental value
of the propagation velocity of the first arriving signal was
used for the longitudinal velocity in the sample~denoted by
c2!.

FIG. 4. Predicted limits for separation in the time domain of the direct and
longitudinal lateral waves at a water–solid interface~c151490 m s21; c2

52680 m s21 and 6300 m s21 for Plexiglas and aluminum, respectively!.

FIG. 5. Experimental setup.

3061 3061J. Acoust. Soc. Am., Vol. 108, No. 6, December 2000 Camus et al.: Skeletal status transmission technique



B. Specimens Õmaterials

Ultrasonic measurements of the lateral and direct waves
were first performed on test materials of known acoustical
properties: a 28-mm-thick aluminum plate with a longitudi-
nal ultrasound velocity of 6300 m s21 and a critical angle for
excitation of a longitudinal lateral wave at a water–
aluminum interface of 13.7°; and a 25-mm-thick Plexiglas
plate with a longitudinal ultrasound velocity of 2680 m s21

and a longitudinal critical angle at a water–Plexiglas inter-
face of 33.8°~Ensminger, 1973!. The experimental method
was then applied to two human femur specimens with soft
tissue and marrow removed. The least irregularly shaped
area of the femur specimens was chosen for investigation.
The longitudinal velocity in the cortical part of the femur
reported in the literature ranges from 3480 to 4200 m s21

along the axial direction~Lee et al., 1997; Lowet and Van
der Perre, 1996, 1992; Siegelet al., 1958!, which gives a
longitudinal critical angle at a water–femur interface in the
range 20.8°–25.4°.

C. Results

Typical recordings@rf signals and associated~r,t! dia-
grams# are shown in Figs. 6 and 7 for the aluminum and
Plexiglas samples. The arrow indicates the first arriving sig-
nal which is analyzed. In the~r,t! diagram, the amplitude of
the radio-frequency signals has been converted into gray
level and plotted versus the transmitter–receiver distancer
~vertical axis!. The different waves received at distancer
from the source are shown with their associated trajectories
in the ~r,t! plane. In Fig. 7 the signals directly following the
first arriving signal correspond to the direct and reflected
waves. The direct wave was identified with the additional
measurements performed to determine ther values. The fol-
lowing signals of higher amplitude correspond to the eigen-
modes of the Plexiglas plate.

The plot of the absolute time of flight versus the
transmitter–receiver separationr is shown in Figs. 8 and 9
for the aluminum and Plexiglas samples, respectively, and
corresponds to the data shown in Figs. 6 and 7. The mea-

sured velocities ~mean6standard deviation! are 6100
6300 m s21 and 26506150 m s21 for the aluminum and the
Plexiglas samples, respectively; they are in good agreement
with the reported values for these materials~Ensminger,
1973!. The standard deviation of the velocity measurements
was calculated from a series of experiments performed at
various transducer–sample distances~d,z!.

Figure 10 displays the rf recordings@rf signal and asso-
ciated ~r,t! diagram# obtained in one human femur sample.
The arrow indicates the first arriving signal which is ana-
lyzed. Figure 10 is an interesting case in that several waves
seem to arrive at the same time and interfere with each other
at small transmitter–receiver distances. In this experiment,
we suspected that the requirements given in Eq.~9! were not
met, i.e., that the direct wave arrived first, shortly followed
by the lateral wave, or both waves arrived at the same time
and interfered with each other. Therefore, the first arriving
signal was studied after digital subtraction of the data set

FIG. 6. The rf signals and associated~r,t! diagram for a water–aluminum
interface.

FIG. 7. The rf signal and associated~r,t! diagram for a water–Plexiglas
interface.

FIG. 8. Time-of-flight versus transmitter–receiver separationr for a water–
aluminum interface. The solid, dashed, and dotted lines represent the pre-
dicted times of flight of the lateral, reflected, and direct waves, respectively.
The dots correspond to the experimental times of flight of the lateral and
direct waves.
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containing only the direct wave from the first data set con-
taining all waves. The result of this digital subtraction on the
~r,t! diagram is shown in Fig. 11. The corresponding plot of
the absolute time of flight versus the transmitter–receiver
separationr for this femur sample is displayed in Fig. 12.

The velocities (mean6s.d.) measured in this femur
sample are 37506150 m s21 and in another femur sample
36006100 m s21 and 40506100 m s21 at two different sites,
all in agreement with reported values.

V. DISCUSSION

The time-of-flight determinations of the direct wave and
first arriving signal on the test materials are in good agree-
ment with the theoretical predictions of the direct and lateral
waves. As the transmitter–receiver separationr increases,
the lateral wave separates more and more in the time domain
from the other received signals and therefore it is easier to
track it on the rf recordings. However, its amplitude drops

swiftly with increasing transmitter–receiver separationr and
the performance of the data acquisition system may limit the
detection of the lateral wave for larger values. This is con-
firmed in the rf recordings on both aluminum and Plexiglas:
the first arriving signal is of very low amplitude compared
with the direct, reflected, and other waves. Agreement in the
times of flight of the first arriving signal and the lateral wave
validates the ultrasonic path followed by the first arriving
signal.

For both test materials, the propagation velocities of the
first arriving signal measured from the time-of-flight method
are close to the longitudinal velocities found in the literature.
The standard deviation is larger for aluminum than for Plexi-
glas. This can be explained by the fact that the velocity is
determined by a time-of-flight method~r-step value over dif-
ference in times of flight between two consecutiver posi-
tions!: higher velocities are associated with smaller times of
flight and thus lower slopes of time of flight versusr; there-

FIG. 9. Time-of-flight versus transmitter–receiver separationr for a water–
Plexiglas interface. The solid, dashed, and dotted lines represent the pre-
dicted times of flight of the lateral, reflected, and direct waves, respectively.
The dots correspond to the experimental times of flight of the lateral and
direct waves.

FIG. 10. The rf signal and associated~r,t! diagram for a water–femur in-
terface. The dotted line indicates the direct wave.

FIG. 11. The rf signal and associated~r,t! diagram for a water–femur in-
terface after digital subtraction of the direct wave.

FIG. 12. Time-of-flight versus transmitter–receiver separationr for the
water–femur interface corresponding to Fig. 10. The solid, dashed, and
dotted lines represent the predicted times of flight of the lateral, reflected,
and direct waves, respectively. The dots correspond to the experimental
times of flight of the lateral and direct waves.
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fore, measurements of higher velocities require a better pre-
cision on the time of flight, and thus slope, determination
~for example, higher sampling frequency!.

The results obtained in one of the human femur speci-
mens and shown in Fig. 10 are very interesting in that for
small r values the direct wave arrives slightly before the
lateral wave. This is predicted by the theoretical analysis and
confirmed by the experimental~r,t! diagram and measure-
ments of the time of flight as a function of transmitter–
receiver separationr: on both representations the trajectory
of the direct wave clearly crosses that of the studied signal at
a r value close to 36–38 mm. As mentioned previously, the
direct wave data set was subtracted from the original one in
order to analyze the first arriving signal at anyr value. The
measured propagation velocities range from 3600 to 4050 for
two femur specimens and are in agreement with reported
values.

Thesein vitro results in test materials and human bone
specimens show that the longitudinal lateral wave was suc-
cessfully excited and detected as the first arriving signal un-
der specific experimental conditions for~r,d,z!. Our results
also indicate that the approximation of a planar interface
separating two half-spaces seems acceptable in the case of
cortical bone specimens immersed in water. Chubachiet al.
~1992, 1997! have studied the propagation of leaky surface-
skimming compressional waves in bone specimens using the
defocusing method developed in acoustic microscopy with
focused transducers; these waves are in nature similar to the
lateral wave described here with quasi-point-source transduc-
ers.

Error sources on the velocity measurements include the
determination of the accurate time of flight of the first arriv-
ing signal and the variation of the receiver–sample distancez
with the distancer along the interface. Indeed, improvements
on the signal-to-noise ratio could be made by optimizing the
sensitivity of the transmitting and the receiving transducers
and would result in better time-of-flight determinations. In
our experiments, the receiver–sample distancez varied only
slightly, so that the assumptionz5constant could easily be
made. If necessary, correction for this variation which we
have already described~Camuset al., 1998! can be done in
the velocity calculations: assuming a plane interface, only
the ratio of the receiver–sample distance variation to the
distancer ~and not the exact value of the receiver–sample
distance for eachr position! needs to be evaluated to perform
this correction.

This axial transmission technique offers a great potential
in the study of the mechanical properties of bone in relation
to the diagnosis of osteoporosis as it may be appliedin vivo
at various skeletal sites, in particular at peripheral sites. In-
deed, the acoustical properties of soft tissue are similar to
those of water~sound velocity around 1500–1600 m s21! so
that the transducers may be applied directly onto the skin
with a coupling gel. The important parameters are the soft-
tissue thickness under the receiver which determines the
minimum distance between transmitter and receiver so as to
detect the lateral wave as the first arriving signal. In contrast
to the transverse transmission technique, which is based on
the transmission of ultrasound through bone and requires

placement of a transducer on each side of the bone, the axial
transmission technique with its easy transducer setup may be
applied to a greater number of skeletal sites.
Finally, it is important to note that we have considered the
model of a plane interface between a homogeneous fluid and
an isotropic homogeneous nonattenuating solid. These con-
ditions might not be met when experimenting with biological
tissues~soft tissue and bone!. Therefore, further work should
include the influence of heterogeneity, density, anisotropy,
and attenuation on the propagation of a longitudinal lateral
wave. Effects of the sample thickness in relation to the ex-
tension in depth of the lateral wave in the sample should also
be investigated.

VI. CONCLUSION

Theoretical predictions of the arrival times of the waves
received from a fluid–solid interface with a quasi-point-
source ultrasonic transmitter, in particular the lateral wave,
have been performed along with experimental investigations
on test materials and cortical bone specimens. The first ar-
riving signal was analyzed in terms of arrival time and
propagation velocity along the interface. For all samples,
good agreement was found between the experimental data
and the theoretical predictions of the lateral wave. These
results strongly suggest that, in our experimental setup, the
lateral wave has been successfully excited and corresponds
to the first arriving signal. In conclusion, the nature of the
ultrasonic wave which is analyzed in the axial transmission
technique has been identified and this work serves as a basis
for the development of the technique and the evaluation of
the mechanical properties of human cortical bones in relation
to the diagnosis of osteoporosis.
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Seismic and acoustic data were recorded simultaneously from Asian elephants~Elephas maximus!
during periods of vocalizations and locomotion. Acoustic and seismic signals from rumbles were
highly correlated at near and far distances and were in phase near the elephant and were out of phase
at an increased distance from the elephant. Data analyses indicated that elephant generated signals
associated with rumbles and ‘‘foot stomps’’ propagated at different velocities in the two media, the
acoustic signals traveling at 309 m/s and the seismic signals at 248–264 m/s. Both types of signals
had predominant frequencies in the range of 20 Hz. Seismic signal amplitudes considerably above
background noise were recorded at 40 m from the generating elephants for both the rumble and the
stomp. Seismic propagation models suggest that seismic waveforms from vocalizations are
potentially detectable by instruments at distances of up to 16 km, and up to 32 km for locomotion
generated signals. Thus, if detectable by elephants, these seismic signals could be useful for long
distance communication. ©2000 Acoustical Society of America.@S0001-4966~00!03612-2#

PACS numbers: 43.80.Ka, 43.80.Lb, 43.80.Nd@WA#

I. INTRODUCTION

Elephants transmit~Payne et al., 1986; Pooleet al.,
1988!, detect~Heffner and Heffner, 1982!, and respond to
~Langbaueret al., 1991! airborne low frequency~20 Hz! vo-
calizations. Elephants may coordinate their long distance
movements with other herds using these vocalizations~Mar-
tin, 1978!, as well as detect and move toward thunderstorms
from great distances~Lindeque and Lindeque, 1991!.

Elephants communicate acoustically in the 20-Hz fre-
quency range, an effective frequency for long distance trans-
mission of airborne sound waves~Waser and Waser, 1977;
Marten and Marler, 1977!. When an elephant transmits air-
borne low frequency~20 Hz! vocalizations, a corresponding
seismic wave with similar characteristics is transmitted in the
ground~O’Connell et al., 1997; Arnasonet al., 1998!. This
20-Hz vocalization is also generated within the ideal fre-
quency range for the long distance transmission of seismic
energy. Below 20 Hz, the ambient seismic noise increases
sharply, reducing the signal-to-noise ratio~Frantti et al.,
1962!. The absorption of seismic energy increases monotoni-
cally ~in relative proportion! with increasing frequency,
strongly attenuating at higher frequencies~White, 1965!.
Thus, a ‘‘sweet zone’’ window of frequency, where there is a
maximum efficiency of transmission of seismic energy,
ranges from about 10 to 40 Hz.

Airborne signals vary in their effective transmission
range over the surface of the earth, depending on such envi-

ronmental conditions as weather, vegetation structure~Waser
and Waser, 1977; Marten and Marler, 1977!, height of signal
emitter above the ground~Morton, 1975!, as well as the time
of day, vertical temperature gradients, and wind shear veloc-
ity and direction~Garstanget al., 1995; Laromet al., 1997!.
Scatter and reflection by trees, rocks, and other animals fur-
ther reduce the signal-to-noise ratio~Michelson and Larsen,
1983!, as does the presence of shadow zones close to the
ground~Piercyet al., 1977! and signal degradation or distor-
tion over long distances~Richards and Wiley, 1980!. Seismic
signals, however, are subject to such influences as the homo-
geneity of the substrate, pore space fluid saturation ratio, and
differential pressures~Toksöz et al., 1979!, such that it may
be beneficial to communicate through the air under certain
conditions and through the ground under other conditions.

The major modes of energy transfer in solid media are
body waves such as P waves, S waves, combinations of P
and S waves, or surface waves such as Rayleigh waves and
Love waves~Fig. 1!. Rayleigh waves expand in shallow,
almost two-dimensional, cylindrical concentric shells along
the surface of the earth, constrained to shallow depths. In an
idealized, nonabsorbing case, the amplitude of a Rayleigh
wave during ground surface transmission is inversely propor-
tional to the square root ofR ~R5distance from the emitter
to the receiver! with a loss of 3 dB for every doubling of
distance. In contrast, body waves~Fig. 1! and airborne waves
~in the ideal case of homogeneous air! expand in spherical
concentric shells, or in three dimensions. Thus, the amplitude
of these waves would be inversely proportional toR, with a
loss of 6 dB with every doubling of distance. Under strict

a!Electronic mail: oconnell@bing.stanford.edu
b!Electronic mail: lahart@ucdavis.edu
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homogeneous, low absorption, isotropic conditions, a signal
propagated as a Rayleigh wave attenuates less than airborne
signals.

Among seismic signals, Rayleigh waves have been
found in communication signals made by arthropods~Markl,
1983!, crustaceans~Aicher and Tautz, 1990!, amphibians
~Narins, 1990!, and elephant seals~Shipley et al., 1992!.
Seismic signals can be a powerful component of an organ-
ism’s communication system, serving as a tool for mate find-
ing, prey detection, mutualism, intraspecific spacing, as well
as inter- and intraspecific warnings. Organisms using seismic
signals have a varied means of producing vibrations and use
contact with a substrate for detecting the signals. Seismic
signaling has been documented in a diverse range of arthro-
pods~Cocroft, 1996; Sandemanet al., 1996; Hoikkalaet al.,
1994; Aicher and Tautz, 1990; DeVries, 1990; Brownell and
Farley, 1979; Markl and Fuchs, 1972!, as well as in amphib-
ians ~Narins 1990!, fish ~Dijkgraaf, 1967!, and reptiles
~Hetherington, 1992; Vleit, 1989; Herzog and Burghardt,
1977; Hartline, 1971!. In mammals, seismic signaling has
been found in a number of small rodent species~Narins
et al., 1997; Randall, 1993; Narinset al., 1992; Radoet al.,
1987!. The only large mammal known to detect seismic sig-
nals thus far is the elephant seal~Shipleyet al., 1992!, where

detection was demonstrated up to 20 m. Human seismic en-
ergy generated by walking has been detected by instruments
up to 50 m from the source~Department of Defense, 1965!.

Although implied in many cases, the detection of seis-
mic signals, or seismic components of signals, has been dif-
ficult to demonstrate behaviorally for many species. Some
clear cases have been made, especially in arthropods
~Cocroft, 1996, Aicher and Tautz, 1990!, the blind mole rat
~Heth et al., 1991; Nevoet al., 1991!, and the golden mole
~Narinset al., 1997!.

In this article, we describe the acoustic and seismic
propagation of the vibrations associated with elephant vocal-
izations and movement, as measured in the air and ground,
and measure signal levels within the ground media. We also
discuss the implications that the presence of seismic compo-
nents of vocalizations and locomotion might have for el-
ephant long distance communication.

II. METHOD

We simultaneously recorded airborne and seismic sig-
nals during periods of vocalizations and locomotion by two
female Asian elephants at a private training facility in Texas.
Locomotion data were collected when the elephants moved

FIG. 1. Propagation of mechanical waves in the ground
~adapted from Aicher and Tautz, 1990!. Of all the wave
types, only Rayleigh waves can travel as slow as 248–
264 m/s in the ground. Other wave types exhibit a
higher velocity and may suffer more attenuation with
distance.

FIG. 2. Recording setup for seismic
propagation experiments ~artist:
Steven Oerding!.
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their feet during mock charges, a behavior we termed ‘‘foot
stomping.’’ Data were acquired and processed by an inte-
grated, computerized recording system housed in a van. Four
channels of a data acquisition system acquired and processed
signals simultaneously from two microphone/geophone pairs
at near and remote points 10 and 40 m from the elephants
~Fig. 2!.

At the near and remote locations, the individual micro-
phone and geophone were each connected to a junction box,
which was wired to the data acquisition system through a
two-twisted pair, shielded cable. Each of the two geophones
was buried along with its loose cable to a depth of 14 cm
directly beneath the corresponding microphone, which was
mounted on a tripod at 0.5 m above the ground. At the near
location, cable A carried channels microphone near~MN!
and geophone near~GN! from the microphone and geophone
to the data acquisition system, while cable B carried the re-
mote channels microphone remote~MR! and geophone re-
mote ~GR! from the microphone and geophone.

Airborne signals were recorded on channels MN and
MR, with a bandwidth of 1.0–250 Hz using a Neumann KM
131 omni-directional, free-field equalized pressure trans-
ducer microphone, with a flat response of 20–20 000 Hz, and

a Sony ECM-999PR 150-degree directional condenser mi-
crophone, with a frequency response of 20–20 000 Hz. Seis-
mic signals were recorded on channels GN and GR using
two Mandrel 10-Hz MD-79 vertically polarized geophones
with a transduction coefficient of 0.230 V/cm/s.

The four channels of the data acquisition system were
sequentially sampled at an aggregate rate of 8000 samples/
second. After recordings were completed, a trapezoidal zero-
phase filter of 3, 6, 40, and 100 Hz~cutoffs at 3 and 100 Hz;
plateau at 6–40 Hz! was applied to all channels equally for
the purposes of analysis. After filtering out the higher fre-
quency events, a normalized cross correlation coefficient
~CCC! function was calculated to determine the degree of
similarity between signal waveforms and was computed be-
tween pairs of channels during rumbles and locomotion,
comparing recordings from the near location, the far loca-
tion, acoustic sensors, and seismic sensors. When normal-
ized, a cross correlation of 1 indicates a perfect match, and
values near zero indicate very little correlation~Sheriff,
1973!. Automatic gain control was applied before plotting
data so that small and large events could be viewed simulta-
neously.

The behavior of the elephants was continuously video
and audio recorded using a Panasonic camcorder. Specific
behaviors and the times of onset were noted: rumble vocal-
izations~evident from audible harmonics!, movements, and
social interactions. In the recording system, channels MN
and GN carried the near microphone and near geophone sig-
nal, respectively, and channels MR and GR carried the re-
mote microphone and remote geophone signals. Detailed
analyses were conducted on rumbles and foot stomps drawn
from three time domain files.

III. RESULTS

Rumbles and foot stomps were recorded on all four sen-
sors ~Fig. 3!. Figure 4 shows a time domain file recorded
during ‘‘foot stomping,’’ captured on the geophone records
of channels GN and GR. ‘‘Foot stomps’’ had durations of
103–250 ms, whereas rumbles continued for 3–5 s.

We first analyzed the correlation between the acoustic
and seismic signals of the rumble at the paired sets of near
and far sensors. Table I reports the cross correlation coeffi-
cients~CCCs! and time lags of the maximum CCCs for the

FIG. 3. The domain file of four channels illustrated during a rumble. Each
channel was antialias filtered with a 16-bit analog-to-digital converter. The
highlighted section of a rumble vocalization illustrates that channels MN
and GN, the near microphone and geophone pair, record approximately the
same waveform in phase, indicating that the signal is propagated from the
same source, but then travels at different rates by the time the signal reaches
channels MR and GR, the remote pair of sensors. Calculations for the ve-
locity of the rumble signal moving between the near and far sensors, both
acoustic and seismic, are summarized in Table II.

FIG. 4. Time domain file illustrating a foot stomp. The
highlighted section illustrates that there is a substantial
amount of seismic signal as measured in channels GN
and GR. The signal is not distinguishable in the micro-
phones~channels MN and MR!.
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acoustic and seismic propagation of a single rumble at the
near and then the far sensors. The duration of the CCC op-
erator is 800 ms and the length of the CCC function output is
175 ms. For the rumble at the near recording site, signals on
the record from the microphone and geophone~channels MN
and GN! are highly correlated and have a brief time lag. The
nearly instantaneous signal correlation between the two near
sensors suggests that the elephant vocalizations were coupled
to the air and ground in the elephant’s immediate vicinity.
The air pressure and ground motion near the elephant were
in phase and highly correlated, indicating that both acoustic
and seismic signals most likely originated from a source at or
near the elephant. Upon reaching the far microphone and
geophone, the signals were still well correlated, but now
were temporally separate and no longer in phase as shown by
the time lag, indicating that the acoustic and seismic signals
were traveling at different velocities. Since the foot stomp
was not evident on the acoustic record, only the rumble is
presented in Table I.

We then analyzed the acoustic and seismic signal veloci-
ties of propagation from the recorded duration of time lapsed
between the signal’s arrival at the near and remote sensors,
as represented in each case by the number of milliseconds of
delay, as shown in Table II. The CCCs, time lags, and asso-
ciated velocities of energy are presented for the near and far
acoustic signals from the rumble. Comparable seismic sig-
nals are analyzed for both the rumble and the foot stomp,
since the foot stomp is evident in the seismic but not acoustic
record. For the rumble, acoustic signals from the near and far
microphones~channels MN and MR! have a high maximum
correlation across the distance with a lag time equivalent to
the approximate velocity of air-borne sounds. The seismic
signals in the near and far geophones~channels GN and GR!
are also highly correlated with a time lag corresponding to a
slower velocity of 248 m/s, suggestive of a Rayleigh wave
type mode of propagation. Even though it was a stronger

signal, the CCC for the stomp was lower than that of the
vocalization due to the broadband signal produced by the
elephant foot. A broadband signal experiences greater disper-
sion, which has the tendency to lower the value of the CCC.
The vocalizations have a narrower bandwidth, less disper-
sion, and thus a higher CCC value.

Thus, the acoustic and seismic signals from the rumble
propagated separately at different velocities. Although the
‘‘foot stomp’’ signals were not perceptible in the micro-
phones, the geophones detected substantial ground motion.
The geophone records show a time lag equivalent to a seis-
mic velocity of 264 m/s, similar to the seismic velocity re-
corded for the vocalizations.

The predominant frequency was estimated from the
records as half the number of times that the computer trace~a
time plot domain! crossed the axis per unit time. The mean
frequency measured over four recorded rumbles was 20.66
Hz ~62.07 s.d.!, and 24.03 Hz~62.98 s.d.! for five ‘‘foot
stomps.’’ The duration of stomps was short and the fre-
quency bandwidths of the stomps were broad, hence the
higher frequency estimate and larger standard deviation. In
contrast, the longer duration of rumbles was associated with
a narrower frequency bandwidth, allowing calculation of a
dominant frequency.

We noted a sharp drop-off of higher frequency acousti-
cal energy over the 30 m from the near to the remote micro-
phone. The acoustic recording from the microphone at 10 m
shows significant rumble energy at the fundamental fre-
quency~20 Hz!; however, strong higher frequency harmon-
ics, in the range of 40–100 Hz, predominated in the record.
At the greater distance of 40 m, the 20-Hz rumble was
clearly visible and the higher frequencies were attenuated
and were nearly invisible. This attenuation in the acoustic
transmission of the rumble vocalization occurred over a dis-
tance of only 30 m.

We then measured the vertical component of ground
motion velocity at each geophone position by converting the
output voltage of each geophone to units of velocity inmm/s.
We used rms velocity for the rumble~due to the narrow
bandwidth and extended duration of the signal! and peak-to-
peak velocity for the stomp~due to the short duration, broad-
band nature of the signal!, and present results from three
rumbles and three stomps~Table III!. An amplitude analysis
from the geophone of one of the typical rumbles shows a rms
voltage of 10.1mV on the nearby geophone~estimated to be
3 to 12 m from the generating elephant!, while one of the

TABLE I. Normalized cross correlation coefficient~CCC! functions and
time lags computed for a rumble drawn from the microphone and geophone
channels of the data acquisition system at the near and remote locations.

Sensors~channels!
Max CCC

rumble
Lag ~ms!
rumble

Near:
acoustic~MN!, seismic~GN!

10.820 1

Remote:
acoustic~MR!, seismic~GR!

10.742 78.5

TABLE II. Normalized cross correlation coefficient functions~CCC!, time lags and velocities computed for a
rumble and a stomp from acoustic and seismic sensors.

Sensors~channels!

Max CCC Lag~ms! Velocity ~m/s!

Rumble Stomp Rumble Stomp Rumble Stomp

Acoustic ~MN, MR! 10.806 98.5 309a

Seismic~GN, GR! 10.762 10.507 123 113 248 264

aThe actual speed of sound in air is STP 340 m/s. Our measurement of 309 m/s was due to the difference in
specifications between the two microphones causing an unequal phase shift at 20 Hz. We used a Sony and a
Neumann microphone, each having a different delay between the time that the 20-Hz signal reaches the sensor
and the time it outputs the corresponding voltage. We did not have this problem with our geophones as they
were well matched.
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‘‘stomps’’ shows a peak-to-peak amplitude of 1124mV. The
measurements of the same rumble and stomp at a distance of
40 m were 6.1 and 392mV, respectively. These measure-
ments represented the relative ground motion velocities at
the near geophone of 0.437 and 48.7mm/s, and at the far
geophone 0.264 and 17.0mm/s of velocity for the rumble
and stomp, respectively.

In order to estimate the maximum detectable range of
these signals, they must be compared to ambient seismic
ground noise, figures we obtained from Frantti~1962!. We
calculated a minimum ground rms velocity noise at 20 Hz of
0.316 nm/s at a bandwidth of 1 Hz for the rumble. The
minimum ground peak-to-peak velocity noise at 20 Hz was
calculated as about 5 nm/s with a bandwidth of 10 Hz for the
stomp. Using the model published for Rayleigh wave propa-
gation in Solenhofen limestone~White, 1965! and our am-
plitude measurements at the near and far geophones, we are
able to estimate the signal-to-noise ratios at extended dis-
tances from the generating elephant. We used these estimates
to model signal-to-noise ratios as a function of distance from
the generating elephant in the expression:

SNR~x!5KS e2ax

Ax
D ,

whereK5a constant of proportionality, SNR(x)5the SNR
~signal to noise ratio! at distancex, e5the inverse of the
natural ~Napierian! logarithm,}Rayleigh5the Rayleigh wave
attenuation coefficient in units of (1/km)50.106/km for So-
lenhofen limestone~White, 1965! andx5the distance in km
from the generating elephant to the point of SNR estimation.
@A value for alpha~the absorption coefficient! must be cho-
sen before an estimate of the SNR can be derived. Solen-
hofen limestone was used as a geological standard, which
has a calculated Rayleigh wave coefficient of 0.106 per k
@20 H ~White, 1965!. Solenhofen limestone is one of the
least absorbing rock types.#

Table IV shows these values from the model. For ex-
ample, at about 4 km from the generating elephant, the esti-
mated signal-to-noise ratio of the stomp was about 222 and
about 43.2 for the strongest rumble. Assuming five as a basic
threshold of detection for the signal-to-noise ratio, the results
of the model project that seismic signals from the elephant

rumbles~that we recorded! could be detected instrumentally
above the ambient noise level at distances of up to 16 km
and the ‘‘stomp’’ up to 32 km. Detection distances may be
larger or smaller depending on the sensory abilities and spe-
cific signal processing algorithms that the elephant may em-
ploy to receive and decipher signals and the characteristics of
the substrate.

IV. DISCUSSION

Our results show that elephant rumbles travel separately
through the air and the ground. Both the rumble and the
‘‘stomp’’ have an apparent velocity of 248–264 m/s in the
ground, a velocity substantially slower than the speed of
sound in air. As air-to-ground coupling is minimal if the
phase velocity of surface waves is significantly different than
the speed of sound in air~Press and Ewing, 1951!, the spe-
cific velocity for these signals demonstrates that they were
not traveling through the air medium and coupling with the
ground at the remote sensor.

The velocities of seismic waves vary depending on the
substrate~White, 1965!. In addition, Rayleigh waves vary in
velocity ~Press and Ewing, 1951!, but among the various
types of seismic waves, Rayleigh waves are the only ones
with significant vertical components of motion capable of
traveling as slow as the signals measured in this study~248–
264 m/s! ~White, 1965!. Thus, both the seismic vocalization
and ‘‘foot stomp’’ signals appear to be predominantly Ray-
leigh wave.

All airborne and seismic signals were produced with
predominant frequencies centered around 20 Hz. A 20-Hz
signal is within the ideal frequency range for the long dis-
tance transmission of sounds in the air~Waser and Waser,
1977! and ground~Frantti et al., 1962!.

As Rayleigh waves were slower than acoustic waves in
the medium tested~248 m/s versus 340 m/s!, a shorter wave-
length was produced ~248 m/s/20 Hz512.4 m versus
340 m/s/20 Hz517 m!, making localization of sounds more
feasible in the ground than in the air. We suggest that local-
ization might be further facilitated in the ground due to the

TABLE III. Actual ground motion calculated from signal voltage as signal
rms velocity for rumbles and as peak-to-peak~P-P! velocity for stomps. All
measurements of velocity are presented inmm/s.

Rumble

Ground motion~rms velocity inmm/s!

Near Far

1 0.212 0.121
2 0.178 0.086
3 0.437 0.264

Stomp

Ground motion~P-P velocity inmm/s!

Near Far

1 12.5 4.2
2 15.3 3.6
3 48.7 17.0

TABLE IV. Signal-to-noise-ratio~SNR! estimated for the rumble and stomp
energy as a function of distance from the generating elephant.

Distance
~km!

Rumble

1 2 3

Near Far Near Far Near Far

1 57.7 68.8 48.5 48.9 119 150
2 36.7 43.8 30.8 31.1 75.5 95.5
4 21.0 25.0 17.6 17.8 43.2 54.6
8 9.7 11.6 8.2 8.2 20.0 25.3

16 2.9 3.5 2.5 2.5 6.1 17.7
32 0.4 0.5 0.3 0.3 0.8 1.0

Stomp
1 838 611 214 152 263 129
2 533 388 137 96.7 167 82.3
4 305 222 78.2 55.3 95.8 47.1
8 141 103 36.2 25.6 44.3 21.8

16 43 31 11.0 7.8 13.4 6.6
32 5.5 4.0 1.4 1.0 1.7 .9
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fact that there is a greater phase difference between the front
and back feet of an elephant relative to the phase difference
between its two ears~approximately 2–2.5 m versus60.5
m!. The distance to a sound source could also be determined
if elephants were able to use the difference in time of arrival
between the seismic and acoustic signals to determine how
far away a sound originated.

In comparison with acoustic signals, two physical prop-
erties that favor Rayleigh waves for long-distance communi-
cation are the lesser rate of attenuation associated with cy-
lindrical rather than spherical spreading and the lesser effects
of the environmental influences such as temperature, wind
shear, and air pressure. Snell’s law indicates that, due to
temperature effects on sound velocity, sound waves are re-
fracted upward into the atmosphere~Uman, 1984!. Thus,
thunder is seldom detected beyond 25 km, a type of ‘‘outer
limit’’ due to refraction caused by temperature gradients and
wind shear~Fleagle, 1949!. Computer simulation models in-
dicate that under temperature inversion conditions~which
tend to increase audibility!, low frequency airborne elephant
vocalizations have the potential of traveling up to 10 km, and
under noninversion conditions, up to 2 km~Larom et al.,
1997; Garstanget al., 1995!. If elephants were capable of
detecting the seismic information we measured, the maxi-
mum range of their airborne communication would be en-
hanced considerably, according to distances modeled in this
article for rumbles and foot ‘‘stomps.’’

Rayleigh waves are subject to the heterogeneous nature
of the rock strata, however, implying that homogeneous hard
substrates would have the best transmission quality. It is con-
ceivable, then, that elephants would favor certain substrates
when attempting to communicate over long distances, some-
thing akin to a whale using the SOFAR channel~Payne,
1995!, or calling at a certain period of day to maximize sig-
nal transmission~Larom, 1997!. Although seismic signals
may not carry the specific spectral and intensity information
that air-borne signals contain, they could, if elephants can
perceive them, provide a general localizing mechanism
based on time or phase differences~Aicher and Tautz, 1990!,
facilitating coordinated elephant movements beyond the
range of air-borne signals.

Reuter et al. ~1998! suggest that detection of seismic
signals in elephants may be possible via bone conduction,
due to the size of their middle ear ossicles. Somatosensory
reception in the feet may also play a role in seismic reception
and would be a more direct mechanism to detect vibrations
without the problem of attenuation between the foot and the
ear ~O’Connell et al., 1999!. Such somatosensory receptors
have been found in the trunk of the elephant~Rasmussen and
Munger, 1996!. Mole rats press their heads against the sides
of their burrow ~Rado et al., 1987! and golden moles dip
their heads in the sand~Narins et al., 1997! presumably in
order to make a more direct contact between the malleus and
the vibrating substrate rather than suffering the attenuation
problem of bone conduction via the feet.

If elephants could detect the seismic properties of low
frequency vocalizations, movements of other herds, and
weather patterns, seismic signals could expand the range of
elephants’ long distance communication capabilities, adding

a powerful component to their sensory perception. As long
distance air-borne vocal communication is an important
component of mate finding in elephants~Langbaueret al.,
1991!, seismic properties of vocalizations may play a role in
mate finding as well.
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Japanese monkeys perceive sensory consonance of chords
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Consonance/dissonance affects human perception of chords from early stages of development@e.g.,
Schellenberg and Trainor, J. Acoust. Soc. Am.100, 3321–3328~1996!#. To examine whether
consonance has some role in audition of nonhumans, three Japanese monkeys~Macaca fuscata!
were trained to discriminate simultaneous two-tone complexes~chords!. The task was serial
discrimination~AX procedure! with repetitive presentation of background stimuli. Each tone in a
chord was comprised of six harmonics, and chords with complex ratios of fundamental frequency
~e.g., frequency ratio of 8:15 in major seventh! resulted in dissonance. The chords were transposed
for each presentation to make monkeys attend to cues other than the absolute frequency of a
component tone. Monkeys were initially trained to detect changes from consonant~octave! to
dissonant~major seventh!. Following the successful acquisition of the task, transfer tests with novel
chords were conducted. In these transfer tests, the performances with detecting changes from
consonant to dissonant chords~perfect fifth to major seventh; perfect fourth to major seventh! were
better than those with detecting reverse changes. These results suggested that the consonance of
chords affected the performances of monkeys. ©2000 Acoustical Society of America.
@S0001-4966~00!03712-7#

PACS numbers: 43.80.Lb, 43.66.Gf, 43.75.Cd@WA#

I. INTRODUCTION

Humans perceive chords~simultaneous complexes of
tones! with simple ~i.e., small-integer! frequency ratios of
tones as more consonant, or more pleasant, than chords with
relatively complex ratios. For example, octave chords with
simple frequency ratios of 1:2 are perceived consonant,
whereas major seventh chords with frequency ratios of 8:15
are perceived relatively dissonant. This sense of consonance
is referred to as sensory consonance, and it has been pro-
posed to derive from amplitude fluctuation~Plomp and Lev-
elt, 1965; Kameoka and Kuriyagawa, 1969a, b!. Harmonic
components of complex tones with complex frequency ratios
tend to fall within an identical critical band, and the fluctua-
tion resulting from the interaction between harmonics is per-
ceived as a sense of dissonance. Practically, the degree of
consonance/dissonance with a complex-tone chord is well
predicted by the frequency ratio simplicity/complexity~for
review, see Schellenberg and Trehub, 1994b!. As well as
adults, human infants also perceive sensory consonance
~Schellenberg and Trainor, 1996!. Furthermore, infants were
shown to prefer consonance to dissonance~Zentner and Ka-
gan, 1996, 1998; Trainor and Heinmiller, 1998!. These stud-
ies have revealed that humans use the consonance property
in perceiving chord structures from early stages of develop-
ment, and suggested that such percept is independent of par-
ticular musical experience.

If the perception of consonance is independent of musi-
cal experience, there is a possibility that nonhuman animals
naturally share similar perceptual characteristics. In studies
investigating perceptual invariance of chord structure, Hulse
et al. ~1995! tentatively suggested that European starlings
discriminated chords by the sensory consonance of stimuli.

To systematically examine whether the consonance property
has some role in nonhuman audition, the present study inves-
tigated the perception of chords in Japanese monkeys. Mon-
keys were examined whether they discriminate two-tone
chords by the sensory consonance dimension. Each tone in a
stimulus was comprised of six harmonics, and chords with
simple frequency ratios resulted in sensory consonant while
chords with complex ratios resulted in sensory dissonant. In
experiment 1, monkeys were initially trained to discriminate
two types of chords. They were then tested with various
novel chords to determine whether they perceived transposed
chords~chords with the same interval but different in abso-
lute frequency! as similar. Experiment 2 was designed to
examine whether the discrimination of chords depended on
sensory consonance.

II. EXPERIMENT 1

Monkeys were initially trained to discriminate two
chords, including octaves and major sevenths~one-semitone
difference!. To test whether monkeys learned the chord
structure, the discrimination was then transferred to other
chords with novel frequencies.

A. Method

1. Subjects

Subjects were three Japanese macaques~Macaca fus-
cata! who previously participated in an experiment examin-
ing auditory gap duration discrimination~Izumi, 1999!. Two
of them were females~H, 7 years old; K, 6 years old! and the
other one was a male~I, 6 years old!. They were housed in
individual cages with water freely available. Depending on
their performance, they were deprived of food by having
their body weights reduced to 90% of their free-feedinga!Electronic mail: aizumi@pri.kyoto-u.ac.jp
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weights. The use of these subjects adhered to the Guide for
the Care and Use of Laboratory Primates~1986! of the Pri-
mate Research Institute, Kyoto University.

2. Apparatus

The apparatus was similar to that described in a previous
study ~Izumi, 1999!. Tests took place in a double-walled
sound-attenuating chamber~Tracoustics, RE-246A!. A
speaker~Bose, 101VM!, a lever, and a feeding box, con-
nected to a universal feeder~Davis Scientific Instruments,
UF-100!, were on one side of the experimental box
(50 cm wide360 cm deep370 cm high) within the chamber.
Two cue lamps~miniature bulbs! were mounted above the
lever and feeding box. The lamp above the feeding box was
illuminated throughout a session, and the other lamp above
the lever was turned on when a trial could be initiated. A
personal computer generated auditory stimuli with a sound
card~Digidesign, AudiomediaIII!. The stimuli were prepared
with 16-bit precision and 22.05-kHz sampling rate. Stimuli
were band-pass filtered between 100 and 6000 Hz~NF Elec-
tronics, 3624!, amplified ~Audio-Technica, AT-MA55!, and
presented via the speaker. The auditory stimulus level was
calibrated with a sound level meter~Rion, NA-80! and a
microphone~Rion, UC-33P! placed at the position of the
subject’s head. The computer controlled the behavioral pro-
cedure and data collection with a customized program.

3. Procedure

a. Behavioral procedure. A go/no-go procedure was
used with positive reinforcement operant conditioning. Fig-
ure 1 shows a schematic representation of a trial. When the
cue lamp above the lever was turned on, a subject could
initiate a trial by pressing the lever. After 0.5 s, background
stimuli were presented two to five times at a rate of one per

2 s. These stimuli consisted of two simultaneous tones
~lower tone and higher tone! comprised of six harmonics of
equal intensity. The duration of the stimulus was 500 ms
with 10-ms rise–fall time. Stimulus intensity was approxi-
mately 60 dB SPL.

The frequency relation of the two tones~i.e., frequency
ratio! in background chords was fixed, though the absolute
pitch changed randomly for each presentation. The fre-
quency of the lower tone in each chord was selected from 12
frequencies in the equal temperament~A3-G4#; 220–415
Hz!. This transposition reduced the possibility that the mon-
keys discriminated the stimuli on the basis of absolute pitch.
The equal temperament divides an octave into 12 equal semi-
tone intervals on the log scale of the frequency, and it pro-
vides great facility for transposition with small number of
tones. Although consonant chords~except the octave! in the
equal temperament do not correspond to exact simple fre-
quency ratios of tones, the frequency deviations from chords
in just intonation are very small and there is little effect on
the relative consonance of chords~see Schellenberg and Tre-
hub, 1994b!.

Half of the trials were ‘‘change’’ trials, in which a target
stimulus followed the presentation of the background
stimuli. The target stimulus was different from background
stimulus in the frequency ratio of the tones~i.e., conso-
nance!. The frequency of the lower tone component of a
target stimulus was selected from the same frequency set as
the background stimuli. In these trials, releasing the lever
during 2 s from the onset of target stimulus was defined as a
‘‘hit.’’ To monitor the false alarm rate, the other half of the
trials were ‘‘catch’’ trials. In these trials, an extra back-
ground stimulus~catch stimulus! was presented before the
presentation of a target stimulus. In these trials, releasing the
lever during 2 s from the onset of the catch stimulus was
defined as a ‘‘false alarm.’’

In both ‘‘change’’ and ‘‘catch’’ trials, subjects were re-
warded immediately with a small piece of sweet potato when
they released the lever within 2 s of thetarget stimulus. A
reward was followed by an intertrial interval~ITI ! of 3 s.
Releasing the lever outside the reward period was mildly
punished with a prolonged ITI~10 s!. During an ITI, the cue
lamp above the lever was turned off. Pressing the lever dur-
ing the interval was punished with resetting the correspond-
ing ITI of 3 or 10 s. A trial was repeated after the ITI if the
subjects released the lever before the presentation of target or
catch stimulus.

Each subject had two sessions in a day through the train-
ing and the transfer test. During training, a session was ter-
minated when the subject completed 96 trials. Transfer tests
were initiated after the subjects achieved 80% correct re-
sponses in two successive sessions. In transfer tests, a ses-
sion consisted of 112 trials and each subject had a total of
four transfer sessions.

b. Stimulus conditions. In the training phase, the subjects
were required to detect the change of chords from octave to
major seventh. This change reduced the interval size by one
semitone~from 12 to 11 semitones!, and decreased the con-
sonance of chords. The reason why there was only one di-
rection of changes was to avoid confusing the monkeys. Em-

FIG. 1. Schematic representation of a trial. Each stimulus consisted of two
simultaneous tones. Each tone was comprised of six harmonics; however,
for simplicity, only the fundamental component is shown here. Background
stimuli were repetitively presented with transposition: Frequencies of the
two tones were randomly varied while the frequency ratio between them
was fixed. A target stimulus followed backgrounds, and it differed in the
frequency ratio~and therefore the frequency interval! of the two tones.
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pirically, performances of the monkeys usually deteriorate
when bi-directional changes are required to be detected.

In the transfer test, chords of background stimuli were
identical to those used in the training phase; the chord was an
octave. As target stimuli, 14 new chords with various fre-
quency relations, including octave, were introduced~Table
I!. These target stimuli consisted of a lower tone with fixed
fundamental frequency~A4; 440 Hz! and a higher tone with
various fundamental frequencies~A4–A5]; 440–932 Hz!.
Responses to these novel targets were rewarded as responses
to targets in the training. If the discrimination depended on
absolute frequency of the chords, performance of the mon-
keys would not be affected by the frequency interval of the
new targets. If monkeys attended to chord structures includ-
ing interval size or consonance of chords, discriminating the
new octave chord from the background octave chords would
be difficult.

c. Calculation of discrimination index. In transfer phase,
the hit and false alarm~FA! rate for each stimulus condition,
number of background repetitions, and subject were calcu-
lated, and these values were then transformed tod8 values
according to signal-detection theory. Practically, the dis-
crimination seemed to be easy in some conditions and data
usually contained a hit rate of 1. To avoid infinited8 ~i.e.,
either 0 or 1 for hit or FA rate!, each hit and FA rate was
transformed as

Rt5~Ro20.5!30.9910.5, ~1!

whereRo andRt are original and transformed rates, respec-
tively. This process has little effect ond8 scores; a chance
performance~hit rate5FA rate! corresponds tod8 of 0, and
the possible score is 5.15 at maximum~hit rate51, FA rate
50!. For example, a hit rate of 0.9 and a FA rate of 0.1
roughly corresponds tod8 of 2.5.

B. Results and discussion

All three monkeys successfully acquired the task of
chord discrimination. Though monkeys H and I required
only 4 sessions to achieve criterion performance, monkey K
required 16 sessions. Figure 2 shows the meand8 values

based on the performance of the monkeys in the transfer test.
A two-way analysis of variance with stimulus condition and
number of background repetitions revealed that there were
significant main effects of stimulus condition@F(13,26)
58.87, p,0.001#. The effect of background repetition and
interaction was not significant. Tukey’s HSD test revealed
that the performance with a target of an octave chord~12-
semitone interval! was significantly lower than the perfor-
mance with other chords except unison~7- and 11-semitone
intervals: p,0.05; other intervals:p,0.01!. The perfor-
mance with a unison chord target~0 semitone interval! was
also lower than that with intervals of 1 to 5, 9, and 13 semi-
tones (p,0.01).

The results showed successful transfer of the discrimi-
nation to new target chords except unison and octave chords.
The decrement of performance with the octave target sug-
gested the cue for discrimination was not absolute frequency
of a component or a combination of two frequencies in a
chord. Rather, the structures of chords including sensory
consonance seem important. The reason why unison was dif-
ficult to discriminate from octave may be that these chords
are consonant and similar in the spectral patterns. The fre-
quency of each component in both chords is an integer mul-
tiple of the frequency of the lowest component, and these
chords can be easily regarded as a single complex tone.

It was not statistically significant, but monkeys showed
lower performance around the perfect fifth interval~7 semi-
tones!. The perfect fifth is a consonant chord, and the reason
for this dip in performance may be that the discrimination of
monkeys depended on the consonance of chords to some
extent.

III. EXPERIMENT 2

As a follow up to experiment 1, perception of sensory
consonance in monkeys was again examined with novel
stimuli. In the present experiment, two pairs of consonant
and dissonant chords were used as stimuli~perfect fifth and
major seventh; perfect fourth and minor second!. The conso-
nant and dissonant chords were reversed as background and

TABLE I. Chords used experiment 1. Monkeys were initially trained to
detect changes from octaves to major sevenths. In the transfer test, monkeys
were required to detect changes from octaves to all chords presented in this
table.

Chord name Interval size~semitone! Frequency ratio

Unison 0 1:1
Minor second 1 15:16
Major second 2 8:9
Minor third 3 5:6
Major third 4 4:5
Perfect fourth 5 3:4
Tritone 6 32:45
Perfect fifth 7 2:3
Minor sixth 8 5:8
Major sixth 9 3:5
Minor seventh 10 9:16
Major seventh 11 8:15
Octave 12 1:2
Minor ninth 13 15:32

FIG. 2. Mean discrimination performances in experiment 1. Each symbol
represents the mean discrimination index for each stimulus condition~left
ordinate; e.g., 05no discrimination response!. Error bars represent standard
errors. Each bar represents the consonance index by Schellenberg and Tre-
hub ~1994b!. Higher values of the index correspond to greater simplicity of
the frequency ratio and more consonance.
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target stimuli in each session. Monkeys were required to dis-
criminate a change from consonant to dissonant chords and
vice versa. This test paradigm may show the effect of con-
sonance in the discrimination independent of absolute inter-
val sizes.

A. Method

After monkeys completed experiment 1, they proceeded
to the new transfer test of experiment 2 without additional
training. The method used in the present experiment was
identical to that in experiment 1 except in stimulus condi-
tions. Testing was conducted with two pairs of consonant
and dissonant chords shown in Table II. The chords in each
pair were reversed as background and target stimuli within
each session. Monkeys were required to detect changes from
perfect fifth to major seventh, from major seventh to perfect
fifth, from perfect fourth to minor second, and from minor
second to perfect fourth. All four conditions were presented
randomly in each session. Responses to the changes with
these novel stimuli were rewarded as in training. The lower
tone in each background chord was selected from 12 fre-
quencies as in experiment 1~A3–G4]; 220–415 Hz!, and
the lower tone in each target chord was selected from three
frequencies~C4], D4, D4]; 277, 294, 311 Hz!. In this set-
ting of frequencies, background stimuli included all tones of
target stimuli. Though the size of interval difference between
background and target stimuli was variable in experiment 1,
the interval size always changed by three semitones in the
present experiment. A session was concluded when the sub-
ject completed 96 trials, and each subject had a total of four
sessions.

B. Results and discussion

Figure 3 shows the meand8 values based on the perfor-
mance of the monkeys. A two-way analysis of variance with
stimulus condition and number of background repetition re-
vealed that there were significant main effects of stimulus
condition@F(3,6)58.81,p,0.05#. The effect of background
repetition and the interaction was not significant. Tukey’s
WSD test revealed that the discrimination performance with
the change from perfect fifth to major seventh and the
change from major seventh to perfect fifth was significantly
better than performance in the reverse conditions (p
,0.05). In other words, the discrimination performance for
chord changes from consonant to dissonant was better than
that for changes from dissonant to consonant. These results
at least suggest the performances of the monkeys were af-
fected by the consonance of chords.

The discrimination indices for changes from dissonant to
consonant were below 0~i.e., the performances were below

chance level!. This indicated monkeys tended to respond to
background stimuli~dissonant! more frequently than target
stimuli ~consonant!. The strategies of monkeys might be to
respond when dissonant chords were presented regardless of
the stimulus conditions. Humans show similar tendencies:
They detect changes from intervals with simple frequency
ratios to those with relatively complex ratios more easily
than changes from complex to simple ratios~Schellenberg
and Trehub, 1994a; Trainor, 1997!. In the present study
monkeys were initially trained to discriminate changes from
intervals of 12 semitones~consonant! to 11 semitones~dis-
sonant!. The training would result in the apparent asymmetry
of perception, so it is not clear whether monkeys naturally
possess such tendencies.

The discrimination indices in experiment 2 seem gener-
ally lower than those in experiment 1. It is impossible to say
definitively, but one possible reason is monkeys were con-
fused because they were required to detect bi-directional
changes in a session. Monkeys may detect targets by fixed
criterion~i.e., decrease of consonance!, but such a criterion is
not always appropriate when a stimulus is reversed as back-
ground and target stimuli in a session.

IV. GENERAL DISCUSSION

The present results suggested the monkeys discriminated
chords based on the sensory consonance, and it was shown
such percept is not unique in humans. This is in accord with

TABLE II. Chords used in experiment 2. The frequency ratio and interval size of each chord are shown in
parentheses. There were four types of conditions in a session; consonant and dissonant chords in each pair were
reversed in their role as background and target stimuli.

Chord pair Consonant chord Dissonant chord

Pair 1 Perfect fifth~2:3; 7 semitones! Major seventh~8:15; 11 semitones!
Pair 2 Perfect fourth~3:4; 5 semitones! Minor second~15:16; 1 semitone!

FIG. 3. Mean discrimination index for each stimulus condition in experi-
ment 2. The ordinate represents the discrimination index, and the abscissa
represents chords pairs. Pair 1 consisted of perfect fifth and major seventh
chords, and pair 2 was perfect fourth and minor second chords. Error bars
represent standard errors.
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the idea that sensitivity to sensory consonance emerges inde-
pendent of musical training~e.g., Schellenberg and Trainor,
1996!.

It may be reasonable to think that sensory consonance
has some significance in the monkeys’ auditory world. Mon-
keys’ audition is independent of music, and consonance per-
ception may participate in a more general process of percep-
tual organization. Bregman and Doehring~1984! revealed
that simple frequency ratios induce perceptual fusion of two
simultaneous pure tones in humans. Common percept may
have a role in nonhumans to perceive their auditory world.
Sounds are mixed in the air, and animals may analyze such
sounds into suitable groups. For example, European starlings
can detect target songs from song complexes~Hulse et al.,
1997; Wisniewski and Hulse, 1997!. Probably monkeys pos-
sess similar ability to perceive their auditory world. To de-
tect harmonic components embedded in ambient noises and
to perceive these components as a discrete call, consonance
may have a role. Monkeys usually produce vocalizations
with rich harmonic components~Green, 1975!. If such vo-
calizations overlap each other, sensory dissonances could oc-
cur. For both humans and monkeys, the presence of disso-
nance, or possibly the complexity of frequency ratios, may
raise the possibility that the sound emerged from more than
two sources.

One remaining question is whether simplicity of fre-
quency ratios without sensory consonance~i.e., ampli-
tude fluctuation! affects auditory perception in monkeys as
well as in humans ~Schellenberg and Trehub,
1994a, 1996; Deutsch, 1973; Trainor, 1997; Cohenet al.,
1987; Demany and Armand, 1984!. For example, Demany
and Armand~1984! demonstrated that three-month-old in-
fants perceive a melody and its octave transposition as simi-
lar. Although several studies with nonhumans have investi-
gated the effect of frequency ratio simplicity, especially the
perception of octave similarity, it is still far from a consen-
sus. For example, Blackwell and Schlosberg~1943! reported
rats perceive octave similarity, but this result is not generally
accepted mainly because of the use of tones with high fre-
quencies~e.g., 10 kHz!: Such perceptual effects in humans
are lost below these frequency ranges~see Demany and Ar-
mand, 1984!. Further, perception of octave similarity was not
demonstrated in starlings~Cynx, 1993!. On the other hand,
Richards et al. ~1984! showed some examples of octave
transposition in vocal mimicry by a dolphin. The dolphin
sometimes transposed her mimic vocalizations by an octave
when the model stimuli were outside her apparently pre-
ferred range of vocalizations. The octave transposition sug-
gested dolphins perceive octave similarity.

In terms of the role of frequency ratio simplicity without
sensory consonance, perception of harmonic intervals com-
posed of pure tones or perception of melodic intervals may
be examined in nonhumans with similar methods as in the
present study. Demany and Semal~1990! showed that hu-
mans perceive melodic octaves more accurately than har-
monic octaves at high frequency ranges~e.g., 2000 Hz!, and
it is interesting to investigate both harmonic and melodic
intervals in monkeys. It has been proposed that perception of
frequency ratio simplicity is learned through exposure to

overtone structures of natural harmonic sounds~e.g., vowels!
in early stages of development~Terhardt, 1974, 1984!, and
the sensitivity to sensor consonance prompts the process of
learning ~Schellenberg and Trainor, 1996!. Monkeys have
vocalizations with rich harmonic structures~see Green,
1975!, and they perceive sensory consonance as shown in the
present study. These facts could promote monkeys to acquire
sensitivities for frequency ratios. On the other hand, Sinnott
and Brown ~1993a, b! suggested that monkeys rely on
temporal-coding mechanisms less than humans do in per-
ceiving lower frequencies. If the perception of frequency ra-
tio depends on such a temporal-coding system~see Ohgushi,
1978, 1983!, frequency ratio simplicity could be difficult to
perceive in monkeys.

V. CONCLUSION

In the present study, Japanese monkeys were revealed to
perceive sensory consonance/dissonance of chords, and it
was shown such percept is not unique in humans. However,
it was still uncertain whether monkeys naturally show per-
ceptual asymmetry between consonant and dissonant as hu-
mans do because of the possible influences of the training
protocol.
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The finite-element approach has previously been used, with the help of theATILA code, to model the
subsonic and supersonic waves in immersed waveguides@A. C. Hladky-Hennionet al., J. Sound
Vib. 212, 265–274~1998!#. This method has given a precise account of the experimental results and
has shown the major effects. In this paper, a new representation of radiating waves is presented,
leading to a simple understanding of the physical phenomenon: radiating waves are propagating
with the same phase velocity on the surface of a cone, the axis of which is the wedge direction.
© 2000 Acoustical Society of America.@S0001-4966~00!02512-1#

PACS numbers: 43.20.Hq@ANN#

I. INTRODUCTION

Different authors have experimentally1 as well as
theoretically2 studied the effect of the water loading on the
velocity of propagation of the flexural modes. With a view to
describing subsonic and supersonic waves, the finite-element
method3,4 has been used to solve the problem, using
Lagasse’s technique,5 and has shown the variations of the
wedge wave velocity as a function of the apex angle. Even if
this method has permitted a good knowledge of the wedge
waves in water, it has shown that, when the wedge wave
velocity is larger than the sound wave speed in water, the
imaginary part of the radial wave number~the wave number
in the plane perpendicular to the wedge! is negative. Thus,
the amplitude of the radial wave increases with the distance
from the tip of the wedge. The aim of this paper is to analyze
the reemission in the fluid. Therefore, a new way to represent
the radiating waves has been studied and is presented. Be-
cause the formalism has been extensively detailed in Refs. 3
and 4, only the main results are first reproduced. Then, brass
and duraluminum wedges are studied and the finite-element
results lead to a simple understanding of the physical phe-
nomenon.

II. THEORETICAL FORMULATION

An acoustic wave, characterized by its wave numberkz ,
is propagating along a uniform, infinite, and immersed wave-

guide, in thez direction. Because the section of the wave-
guide is uniform in thez direction, it is possible to solve the
problem with the help of a bidimensional mesh and to recon-
stitute the whole solution.3–5 The particular case of a wedge
waveguide is considered~Fig. 1!, but the formalism can be
applied to any immersed waveguide, of any cross section.
The time dependence (e2 j vt) is implicit in the equations.

With a view to finding the eigenfrequencies, a finite-
element system of equations has to be solved.3 The matrices,
appearing in the finite-element system of equations, are cal-
culated by integrating over thex andy variables on the cross
section. Thus, the displacement field isz dependent but a
bidimensional mesh, depending onx and y, is sufficient to
take into account the propagating wave in thez direction. On
the external fluid boundary,kr is the radial component of the
wave vector, which is related tokz by the following
relation:6

k25kr
21kz

25
v2

Vf
2 , ~1!

whereVf is the sound speed in water (Vf51489 m/s). The
acoustic wave in the fluid is written as

ej ~kzz1kr r !. ~2!

In Ref. 4, all the matrices appearing in the finite-element
system of equations are written as a function ofv, the angu-
lar frequency. Thus, for a given real value ofv, solving the
system giveskz and kr . Then, the propagation modes are
characterized by their wave velocity, notedVz , which is thea!Electronic mail: hladky@isen.fr
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ratio betweenv and thekz wave number. It is a phase ve-
locity.

Using this method, the subsonic modes (Vz,Vf) are
well described: they propagate along the wedge without at-
tenuation~kz real! and the wave is exponentially decreasing
in the plane perpendicular to the wedge~kr imaginary!.

On the contrary, it is more difficult to describe the su-
personic modes using this method (Vz.Vf), because bothkr

and kz are complex: the wedge wave is propagating with
attenuation in thez direction@ Im(kz).0# and the calculations
exhibit the existence of a propagating radial component, the
amplitude of which increases with the distance from the tip
of the wedge@ Im(kr),0#. Even if a similar phenomenon was
observed for the generalized Rayleigh wave,7–11 the aim of
this part is to give a physical meaning to this behavior.

Let us define bya the angle between the radiating waves
and the wedge direction

tg~a!5
Re~kr !

Re~kz!
. ~3!

Using Eq.~1! and simple trigonometric relations, thea angle
can also be defined by

cos~a!5
Vf

Vz~u!
, ~4!

whereu is the apex angle. Then, the radiating wave in thea
direction ~i.e., r 5z tg(a)! is written as

ej ~Re~kz!z1Re~kr !ztg~a!!e2~ Im~kz!z1Im~kr !ztg~a!!. ~5!

Because the given value ofv is real@i.e., the imaginary
part of Eq. ~1! is equal to 0#, the evanescent part of the
acoustic wave radiating in thea direction is equal to zero
@ Im(kz)z1Im(kr)z tg(a)50#. It means that radiating waves are
propagating waves in thea direction, without attenuation,
and are lying on the surface of a cone, having as axis the
wedge direction, which is thez direction@Fig. 2~a!#. There is
no attenuation in the AB way of Fig. 2~b!. The half-angle of
the cone is thea angle, defined in Eq.~4!. On the cone, the
acoustic waves have the same phase velocity.

Moreover, considering a propagating wave in a direction
perpendicular to the cone@i.e., r 52z/tg(a)], which corre-
sponds to the BA8 way of Fig. 2~b!, the calculation, using
relation ~2!, shows that the acoustic wave always has the
same phase and is exponentially decreasing, when it comes
nearer the wedge. This direction is an equiphase direction.12

Similar cones were previously obtained by Keller,13 in
the case of diffraction of optical rays by an aperture of any
shape in a thin screen. Moreover, Diachoket al.14 have
shown that, in the case of ultrasonic waves incident on flat
liquid–solid interfaces, for Rayleigh-angle incidence, reflec-
tion takes place into a cone rather than only into the forward
direction.

There is a relation between these radiating cones and the
generalized Rayleigh wave. Considering an incident plane
wave, at the interface fluid–solid~Fig. 3!, if the incident
angle corresponds to the Rayleigh angle@uR

5arcsin(Vf /VR), whereVR is the Rayleigh wave velocity#,
the incident wave also creates a Rayleigh wave, which
propagates at the interface fluid–solid~Fig. 3!. This surface

FIG. 1. Finite-element domains of the immersed wedge in thexy plane.

FIG. 2. Definition of the cone of radiating waves in the case of immersed
wedges, when wedge wave velocity is supersonic.

FIG. 3. Generalized Rayleigh wave propagating at the interface fluid–solid.
Incident angle5Rayleigh angle.
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wave takes a part of the energy of the incident beam and
reemits energy in the fluid. The reemission is in the direction
of the reflected wave.15 The case of radiating wedge waves is
close to the case of the generalized Rayleigh wave but the
excitation is different: it is space limited. Therefore, we ob-
tain conical radiating waves instead of plane waves.

III. IMMERSED BRASS WEDGE

In this part, brass wedge samples, with different apex
angles~5° step!, are considered. The analysis of the wedge in
air and in water has already been performed3,4 and has shown
that the transition angleu t is equal to 60°: if the apex angle
is lower thanu t the wedge waves are subsonic, if the apex
angle is greater or equal tou t the wedge waves are super-
sonic.

Figure 4 presents the variations of the real and imagi-
nary parts ofkr and kz wave numbers, multiplied by the
radius R ~see Fig. 1! of the external fluid boundary, as a
function of the apex angle; thuskr andkz are dimensionless.
R is large enough, thus, the nonreflection condition on the
external fluid boundary is correct. Figure 5 presents the
variations of thea angle defined in Eq.~4! as a function of
the apex angle. The following remarks can be deduced from
the curves presented in Figs. 4 and 5.

~1! If the wedge wave velocity is subsonic, the wave is
propagating in thez direction without attenuation~kz is real!
and there is no reemission in the fluid~kr is imaginary!. a is
equal to zero; the acoustic wave is localized at the tip of the
wedge.

~2! If the wedge wave velocity is supersonic, bothkz

and kr are complex. The imaginary part ofkr is negative.
The radiating wave propagates without attenuation on the
surface of a cone, the axis of which is the wedge direction
and the half-angle of which isa. At the transition between
subsonic and supersonic modes~60°!, the half-angle of the
cone is small: the radiating waves propagate near the tip. For
high apex angles~100°!, it has been shown4 that the wedge
wave velocity is close to the Rayleigh wave velocityVR .
Thus, using Eq.~4! with Vz5VR , it can be deduced that the
half-angle of the cone is 90°2uR , which is numerically

FIG. 4. Variations of the real and imaginary parts ofkr andkz wave num-
bers, as a function of the apex angle of the immersed brass wedge. Full line:
Re(kzR); dashed line: Im(kzR); dotted line: Re(krR); dashed-dotted line:
Im(krR).

FIG. 5. Variations of thea angle~half-angle of the cone on which radiating
waves are propagating!, as a function of the apex angle of the immersed
brass wedge.

FIG. 6. Antisymmetrical wedge mode of a brass sample immersed in water.
Half-apex angle545°. Normalized pressure field in a plane perpendicular to
the wedge direction, with a linear scale. Full line: finite-element results,
dashed line: experimental results.

FIG. 7. Variations of the real and imaginary parts ofkr andkz wave num-
bers, as a function of the apex angle of the immersed duraluminum wedge.
Full line: Re(kzR); dashed line: Im(kzR); dotted line: Re(krR); dashed-dotted
line: Im(krR).
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verified ~in brass, uR548° and for a 100° apex angle
a541°!.

For an apex angle equal to 90°, Fig. 6 presents the radi-
ated normalized pressure in a plane perpendicular to the
wedge direction, measured and calculated. The direction
where the amplitude is maximum is equal to 67.5° with re-
spect to the antisymmetrical plane. The pressure is equal to
zero on the antisymmetrical plane: there is a minimum radia-
tion at the tip and the waves are radiating from the two
adjacent surfaces of the wedge. This figure shows that the
amplitude of the radiated pressure is not the same on the
circumference of the cone. Thus, the cone is an equivelocity
cone but is not an equiamplitude cone. On the AB way and
the AB8 way of Fig. 2~a!, the wave is propagating without
attenuation but it does not have the same amplitude on the
two ways.

IV. IMMERSED DURALUMINUM WEDGE

Duraluminum wedges, with different apex angles, are
studied~5° step!.4 The transition angleu t , between subsonic
and supersonic waves, is equal to 45°. Because the wave
velocities are higher in duraluminum than in brass, the tran-
sition angle is smaller. In the same way, the variations of the
real and imaginary parts ofkr andkz wave numbers, multi-
plied by the radiusR, and of thea angle, as a function of the
apex angle, are presented in Figs. 7 and 8. Once again, the
comments concerning these curves are the same as those
concerning brass samples~Sec. III!. The radiating waves are
propagating without attenuation on the surface of a cone. For
high-apex angles~100°!, the half-angle of the cone is about
59°, which is equal to 90°2uR ~uR531° in duraluminum!.
In the same way, Fig. 9 presents the radiated pressure in a
plane perpendicular to the wedge direction. In that case, the
direction where the amplitude is maximum is equal to 65°
with respect to the antisymmetrical plane.

V. CONCLUSION

In this paper, the propagation of wedge waves along
immersed wedges has been studied, with the help of the

finite-element method. It has allowed a good description of
the subsonic and supersonic waves and of the reemission in
the fluid.

~1! If the mode is subsonic, the wave is propagating in
the wedge direction and is attenuated in a perpendicular
plane. There is no reemission in the fluid.

~2! If the mode is supersonic, the radiating waves are
lying on the surface of a cone, having as an axis the wedge
direction. They propagate along the cone without attenua-
tion. The half-angle of the cone is small when the apex angle
is just greater thanu t , the angle which corresponds to the
transition between subsonic and supersonic modes. Then, for
higher apex angles, the half-angle of the cone is equal to
90°2uR .
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Seismic-like scaling regime in impulse reflection
from underwater sediment
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A universal scaling law is known empirically to characterize the high-frequency decay of
bandpassed seismic coda. An explanation advanced for this universality, based on
multiple-Rayleigh scatter of nonuniform strength, is generic enough to suggest that similar scaling
may apply to decay of the impulse response in other random media. A submerged sand layer is
probed experimentally as a candidate for such a medium, and its incoherent acoustic impulse
reflection is found to have an exponential decay regime similar to that in seismology. ©2000
Acoustical Society of America.@S0001-4966~00!01612-X#

PACS numbers: 43.30.Ft, 43.30.Ma@SAC-B#

I. CONTEXT AND INTRODUCTION

A remarkable universal scaling law has been found to
characterize the incoherent elastic sound field following the
direct arrivals of main shocks from earthquakes or explo-
sions, known as seismic coda. The decay of coda divided
into passbands is found to be exponential, and its quality
factor in each band, called coda-Q or QC , scales with the
center frequency of the band asQC;( f / f 0)p, with f 0 a nor-
malization frequency andp between 0.5 and 1, valuesp
;2/3 being preferred.1

By itself, exponential decay is not surprising, because
repeated action of generic scattering and absorption mecha-
nisms leads to this.2 Scaling as a positive power of frequency
is more surprising@single-Rayleigh scattering predictsQC

;( f / f 0)23#, but could possibly be modeled by distributing
scatterer properties between small-feature~Rayleigh! and
large-feature @geometric, for which coherent attenuation
;( f / f 0)1, and which might be imaged in coda by other
backscattering mechanisms#.3

The deeply surprising feature of seismic coda scaling is
its universality: the above description characterizes earth-
quakes and explosions in all parts of the world, with diverse
source/receiver placements and intervening propagation en-
vironments. Though the exponent is very different from that
predicted for single-Rayleigh scattering, this universality
suggests a scattering mechanism that is similar to Rayleigh
in its simplicity, not relying on details of the scatterer prop-
erties or their distribution.

Universal exponential decay, with frequency scaling as
above, has been predicted to result from random, multiple-
Rayleigh scattering of nonuniform strength.4 Universality
follows from the featurelessness of Rayleigh scatterers, and
positive-power scaling ofQC results from their progressively
more effective retainment of energy by multiple scattering
with increasing frequency. Exponential decay is the last sub-
diffusive behavior before acoustic localization, and results
from the ~statistical! nonuniformity of the scattering me-
dium. Though much of the mathematical description re-
sembles that for localization, only random multiple scatter-
ing and nonuniformity are input to the model; the severe
prediction of proper localization is not required.

The genericity of the foregoing calculation suggests that

similar behavior may be found in any random, heterogeneous
acoustic medium. While the calculations were performed for
fluid media, to reduce complexity, similar calculations for
localizing systems have been compared for fluids and elastic
solids.5 Because the dimensionalities of scatterers are the
same, and multiple scattering renders the incoherent sound
field isotropic, scaling results for the two cases are identical.
To the extent that Biot theory6 represents at least the dimen-
sional analysis of two-component, random, fluid/solid media,
scatterer dimensionalities again match those in fluid and
elastic cases, so the scaling in the mixed system should also
be the same.

A nonseismic system in which such decay may have
been seen is ultrasound in randomly etched metal plates. Ex-
periments on these were performed to identify localized
waves~lower dimensions localize more strongly than higher
dimensions!, but an anomalous loss at late times was ob-
served as well.7

An underwater sediment layer can also be viewed as a
random scatterer of nonuniform strength. Even very care-
fully controlled sediments are random at the grain scale, and
it is known that the heterogeneity of stress transmission
through the sediment frame persists to much larger scales in
the form of force chains, even for nominally homogeneous
sediments like bead packs.8 Though the heterogeneity in a
sediment bulk may be statistically uniform, the interface with
the water represents a discontinuity in scattering strength, a
singular limit of nonuniformity. Moreover~and relevant to
the experiments of Ref. 7 as well!, anysingle realization of a
random medium, of finite size, is in a sense nonuniform,
because a given scattered wavelet need not see all moments
of the statistical distribution, even over all time.

Therefore it is of interest, whether acoustic impulses re-
flected from an underwater sediment layer qualitatively re-
semble seismic coda, or have similar universal scaling be-
haviors. This was investigated by reflecting broadband~25–
350-kHz! signals from a graded sand layer in a laboratory
tank, and analyzing the properties of the incoherent impulse
reflection. A seismic-like scaling regime was observed, with
power lawp;0.75, for 50-kHz bands at center frequencies
from 75–275 kHz.
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II. EXPERIMENTAL AND ANALYTIC METHOD

Experiments were carried out on unwashed river sand in
an indoor calibration tank at the Applied Research Labora-
tories: The University of Texas~ARL:UT!. This was done to
minimize corruption by surface roughness and unknown bed
formation, which can be difficult to control in natural sedi-
ments. The sediment was placed in August 1972. The posi-
tions of subsurface layers are known from a surface-wave
survey,9 subsequent to which the sand has not been disturbed
except by occasional temporary burial of small objects. Sur-
face topography was flattened by grading with a straight,
horizontal aluminum bar, suspended beneath a rolling rail-
mounted cart, which was later used to carry the transducer.
The level of the sediment was thus made parallel to the plane
in which the transducer was moved.

A broadband, 1-3 composite transducer was used to
transmit and receive 15-bit, pseudorandom~quasi-random
shift-register sequence! signals clocked at 400 kHz, 1 m from
the sand surface at normal incidence. The transducer and
electronic system were calibrated by reflecting the same sig-
nal from the flat upper water surface~inverted orientation! at
1 m. Flatness of the water was verified by phase-stability of
the return, to within61 mm. Signals received from the sand
were deconvolved by this near-ideal mirror return, to pro-
duce the impulse response from the sediment layer alone.
Because the same geometry was used for all shots, no
spreading corrections were needed.

A population of 101 independent impulse responses was
generated in this way, by rastering the transducer laterally
above a patch of flattened sand roughly 333 m in area. Typi-
cal displacement between shots was 5–10 cm, but no attempt
was made to sample on a very uniform lattice. The transmit-
ting face was leveled with a spirit level, and its flatness with
respect to the transmitted beam pattern verified by test shots
from a flat concrete wall.

Figure 1 shows two population means of the reflection
coefficient, whose Fourier transform is the sediment’s
reflected-impulse response. The difference between the loga-

rithm of the mean absolute reflection coefficient, and the
mean logarithm, gives the normalized standard deviation

ŝ[A^uRu2&

^uRu&2, ~1!

whereR is the complex~nominally, Kirchhoff! reflection co-
efficient as a function of frequency, and angle brackets de-
note the population average.ŝ is found to be surprisingly
large ;0.6, but nearly frequency-independent, above 50
kHz. This provides an estimate of surface-profile flatness as
;60.8 cm, which will be confirmed more explicitly in other
data below.

Time-domain impulse responses were analyzed with
quadrature completion. Real-valued measured responses
were bandpassed in 50-kHz bands, and the positive-
frequency band only was inverse-Fourier transformed~with a
factor-2 magnitude correction!, to produce the positive-
frequency complex waveform with the same real part as the
measured impulse response. The coherent population mean
was subtracted from each signal, leaving a complex differ-
ence, whose absolute square was used to compute the point-
by-point variance in the time domain, and hence also the
standard deviation. This standard deviation treats magnitude
and phase errors with equal weight, and defines the incoher-
ent part of the reflection impulse response.

Figure 2 shows the mean and standard deviation for one
passband, together with the time-domain representation of
the passband window. The mean clearly shows the sand–
water interface reflection, and little additional ‘‘coda’’-
structure from secondary coherent reflections. The standard
deviation shows an initial transient at the time of the top-
surface specular reflection, followed by a good-quality expo-
nential coda-decay regime, which is eventually lost in some
complex structure, and finally the steady-state noise floor.

The arrival time of the complex structure in Fig. 2 co-
incides with the position of a surveyed sublayer interface.9 It
was excluded by windowing in the time domain, to produce

FIG. 1. Population means of frequency-domain reflection coefficientsR.
Solid is the level of the mean ofuRu in dB, dashed is the mean of the dB
level of uRu, and dash-dot is the normalized standard deviationŝ, computed
from their difference.

FIG. 2. General features of the time-domain impulse response. Band center
frequency is 125 kHz. Solid is the standard deviation, dashed is the absolute
value of the coherent mean, and dotted is the transform of the window
function. Initial transient, exponential decay regime, layer-induced features,
and system noise floor denoted in the figure.
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Fig. 1, which removed oscillations of the correct period and
did not otherwise change the smooth background curve of
the reflection coefficients. A similar very thin layer, identi-
fied in the survey but too close in time to be excluded by
windowing, is believed to cause the 50-kHz-period oscilla-
tion remaining at low frequencies in Fig. 1. The statistical
noise floor from environment and apparatus was identified
separately, from a population of shots taken with the trans-
ducer stationary.

III. SCALING OF CODA DECAY

The largest set of standard deviations with frequency
bands lying entirely within the usable range of apparatus/
signal type/noise environment, normalized by their maxi-
mum magnitude, is shown in Fig. 3. Because there is no time
information in the frequency window used, the aligned re-
production by all 50-kHz-bandpassed standard deviations, of
the advanced sidelobes of the window function, verifies that
surface height fluctuations do not dither the arrival time in
this population by more than;20 ms. Similar windowing
into 100-kHz bands~not shown! completely obscures the
window sidelobes, so the root-mean-square~rms! height
fluctuation is constrained from above and below to be
;60.8 cm.

The asymmetry between advanced and retarded halves
of the standard deviation clearly distinguishes sand-induced
coda from band-related features. The inferred nonzero fluc-
tuation in height is believed to account for the initial tran-
sient, as an addition with roughly the shape of the window,
to an otherwise uniform exponential decay.

The normalized reflection levels~dB! were fitted linearly
to time in a least-squares sense, in the region between 30 and
170 ms. Using the definition

uA~ t1dt !u[uA~ t !ue2p f dt/QC, ~2!

for the time-domain amplitudeA, the resulting coda-Q values
are plotted in Fig. 4, together with their power-law fit to

frequencyf.
The individual fits to exponential decay are featureless

and of good quality, confirming the ensemble randomness of
the population used, over this time window. The power-law
fit is credible, and there is a sufficient combination of band-
width and statistics to establish clearly that coda-Q grows
with frequency, more slowly than (f / f 0)1.

Similar fits were done with 70- and 100-kHz bands, with
no change in result. 20-kHz bands began to limit the effec-
tive number of shots per band, enough that fittedQC values
became erratic, though the qualitative increase at high fre-
quencies remained.

IV. COMMENTS AND CONCLUSION

The exponential decay regime covers 25–30 dB in level,
and is observable for roughly the first 0.2 ms after the top-
surface specular reflection. The fact that the sublayer inter-
face feature is smeared in time indicates that the height of
that interface varies, but the way its removal eliminates os-
cillations in the frequency-domain reflection coefficient
shows that it is a well-defined repeat of the top-surface ar-
rival. Therefore, this additional structure in the time-domain
impulse response is interpreted as an unfortunate corruption
that prematurely obscures the exponential decay, but not a
bulk departure from it.

The time constant for decay is not frequency-
independent, as in the prediction for smooth-fractal surface-
roughness scattering.10 Since other beam characteristics de-
cay with angle, and hence time, as power laws, and since the
roughness was smoothed artificially, existence of an expo-
nential decay regime seems most likely due to scattering in
the bulk. ~Other evidence from collocated reflection and
transmission measurements made in natural sediments,
where similar decay was observed in some cases, supports
this interpretation.11!

The observed scaling of the quality factor with fre-
quency is not, alone, a sufficient parameter to determine the
order of scattering or distribution of scatterer properties. It
does, however, resemble the scaling seen in seismic coda,
and the forces determining heterogeneity of human-placed

FIG. 3. Solid lines are band-limited, normalized standard deviations of the
time-domain reflected impulse response. Center frequencies are from 75–
275 kHz in 25-kHz increments. Limiting frequencies are marked in the
figure. Alignment of advanced sidelobes with the window envelope~dashed!
constrains flatness of surface. Nonoverlapping exponential decay regions
show frequency-dependent decay time constant.

FIG. 4. Coda-Q vs band center frequency~solid!, with power-law fit
~dashed!. Time interval determiningQC from Fig. 3 is 30–170ms, and
valuesp and f 0 are denoted in the figure.
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~but otherwise natural!, unconsolidated sediments are surely
very different from those in the earth’s lithosphere. There-
fore, if such scaling is observed repeatedly in different sedi-
ments, it will compel some explanation based on universal-
ity, such as the multiple-Rayleigh scattering hypothesis.

The power law obtained above, though within the range
of seismic observations, is also not their most likely value,1

or the one predicted in the simplest model of multiple scat-
tering ~2/3!.4 That prediction was made for smooth statistical
nonuniformity, though, and a sediment interface is the oppo-
site limit of discontinuous scattering strength. The latter con-
figuration has been treated only in one dimension, for a
single wave species~compression! that properly localizes
within the bulk.12 Important directions for future work are to
treat this configuration in general dimensions, and to con-
sider multiple scattering in poro-elastic theories, which can
couple different wave species with potentially different scat-
tering behavior.
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Psychophysical customization of directional transfer functions
for virtual sound localization
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The accuracy of virtual localization when using nonindividualized external-ear transfer functions
can be improved by scaling the transfer functions in frequency@Middlebrooks, J. Acoust. Soc. Am.
106, 1493–1510~1999!#. The present letter describes a psychophysical procedure by which listeners
identified appropriate scale factors. The procedure ran on nonspecialized equipment, took as little as
20 min, and could be used successfully by inexperienced listeners. Scale factors obtained from the
psychophysical procedure approximated factors computed from acoustical measurements from
individual listeners. Roughly equivalent virtual-localization accuracy was obtained using scale
factors derived from acoustical measurements, from the psychophysical procedure, or from
listeners’ physical dimensions. ©2000 Acoustical Society of America.@S0001-4966~00!01912-3#

PACS numbers: 43.66.Pn, 43.66.Qp@DWG#

I. INTRODUCTION

In virtual sound location, listeners hear specially filtered
sounds through headphones and localize virtual targets that
appear to be located in the space surrounding the listener
~e.g., Wightman and Kistler, 1989!. The necessary filters are
head-related transfer functions~HRTFs!, which are measured
by recording the signals that arrive in the ear canals when
probe sounds are presented in a free sound field. When the
HRTFs are those measured from a listener’s own ears, virtual
targets appear close to the locations of the original sound
sources; we have called this the ‘‘own-ear’’ condition. In
contrast, when HRTFs are measured from a different listener
~the ‘‘other-ear’’ condition!, localization can be markedly
degraded, most noticeably showing an increase in the rate of
front/back confusions~Wenzel et al., 1993; Middlebrooks,
1999b!.

We recently explored inter-subject differences in direc-
tional transfer functions~DTFs!, which are the directional
components of HRTFs. Among 45 listeners, DTFs varied
systematically in the center frequencies of peaks and notches
in magnitude spectra~Middlebrooks, 1999a!. Inter-subject
differences could be reduced substantially by scaling DTFs
in frequency, and scaling improved virtual-localization per-
formance in an other-ear condition~Middlebrooks, 1999b!.
Those observations raised the possibility of customizing one
reference set of HRTFs by frequency scaling, thereby avoid-
ing the inconvenience of making individual HRTF measure-
ments. The previous study realized no practical benefit, how-
ever, since computation of the needed scale factors required
individual DTFs. The present letter describes an alternative,
psychophysical, procedure for estimating scale factors and
demonstrates the effectiveness of such scale factors in im-
proving virtual localization.

II. PSYCHOPHYSICAL ESTIMATION OF SCALE
FACTORS

The psychophysical procedure ran on an Intel-based lap-
top computer, using the on-board 16-bit sound card
~NeoMagic MagicWave 3DX Sound System! and Sennheiser
HD265 headphones. The digital output sampling rate was
44.1 kHz. The software ran entirely in MATLAB~The Math-
works, Natick, MA!. Listeners adjusted the volume control
to a comfortable listening level. Tests were conducted in an
anechoic chamber, although informal tests indicated that the
procedure worked just as well in a quiet office.

The procedure was tested with DTFs that had been mea-
sured from listeners S16, S35, and S44 of a previous study
~Middlebrooks, 1999a!; that report provides details of mea-
surement procedures. DTFs were measured by the same pro-
cedure for all the listeners in the present study for the pur-
pose of validating psychophysical results. Each set of DTFs
comprised a right- and left-ear pair of DTFs for each of 400
sound-source locations. The previous study demonstrated
that spectral features of DTFs tend to correlate with the
physical sizes of listeners. For convenience, we refer to the
three sets of DTFs from the previous study as the Small
~S35!, Medium~S44!, and Large~S16! DTF sets. The listen-
ers from whom those DTFs were measured had demon-
strated accurate virtual localization. The Small, Medium, and
Large DTFs scaled at the 1st, 40th, and 95th percentiles,
respectively, relative to the 45 sets of DTFs measured in the
previous study.

Sound stimuli for the psychophysical procedure con-
sisted of noise bursts that were convolved in the time domain
with directional impulse responses. Directional impulse re-
sponses were computed as follows. A complex DTF was
transformed to the time domain, interpolated by a factor of
32, then decimated in the time domain by a factor ofi, where
i was an integer between 15 and 42. The result was an im-
pulse response scaled in frequency by a factor of 0.47 to
1.31. The scaled impulse response was truncated to 256
points.

a!Address correspondence to: John C. Middlebrooks, Kresge Hearing Re-
search Institute, Department of Otorhinolaryngology, University of Michi-
gan, 1301 E. Ann St., Ann Arbor, MI 48109-0506, Phone: 734-763-7965,
FAX: 734-764-0014, Email: jmidd@umich.edu
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The psychophysical procedure assessed listeners’ prefer-
ences for various scale factors. The listener viewed a com-
puter graphic of a profile of a cartoon head. An arrow
pointed from the ear of the cartoon to one of five elevations
in the vertical midline. From trial to trial, the elevations var-
ied sequentially among230°, 0°, 30°, 180°, and 240°, mea-
sured relative to the frontal horizontal plane. High rear el-
evations were avoided because we have found that many
subjects show relatively poor localization accuracy for tar-
gets in that region~Middlebrooks, 1999b; also Wightman
and Kistler, 1989!. On each trial, the listener heard virtual
targets in two 725-ms intervals separated by a 400-ms silent
gap. The target in each interval consisted of a 725-ms Gauss-
ian noise sample that was filtered by the scaled right-ear and
left-ear DTFs for the direction indicated by the arrow; the
Gaussian sample was identical between the intervals of each
trial but varied among trials. The DTF pair in each interval
was scaled by one of two factors that differed by 5/32, 7/32,
or 9/32. Higher and lower scale factors were assigned ran-
domly to first or second intervals. The listeners used com-
puter keys to indicate the interval in which the target seemed
more like a free-field source presented from the direction
indicated by the arrow, i.e., to select the scale factor that
resulted in the more veridical virtual target. Listeners were
instructed to give priority to the front/back location over the
vertical location. The preferred scale factor for one listener
and one set of DTFs was estimated in one block of 240 trials.
Each block was completed in two runs, each lasting about 10
min.

Scale factors were varied in steps of 1/32 from27/32 to
17/32 around a central factor. A central factor of 1.00 was
used most often, but centers as low as 0.70 or as high as 1.10
were used to accommodate especially large or small listen-
ers, respectively. In each block of trials, a listener heard
DTFs for five locations scaled by each scale factor on six or
eight trials ~i.e., 30 to 40 tests of each scale factor!. The
preferencefor each scale factor was defined as the percent-
age of trials in which the interval containing that scale factor
was selected. The following procedure was used to deter-
mine preferred scale factorsfrom plots of preference versus
scale factor. The highest point in the plot was selected along
with all contiguous points showing>50% preference and the
two bordering points that showed,50% preference. A pa-
rabola was fit to those points, and the preferred scale factor
was given by the factor corresponding to the peak of the
parabola.

The psychophysical scaling procedure was tested with
two groups of listeners. The 15naı̈ve listeners~8 male, 7
female, ages 19–33 yr! were paid listeners recruited from the
University students and staff. They had no prior experience
in psychophysical tasks. The 5experiencedlisteners~4 male,
1 female, ages 28–45 yr! were recruited from the laboratory
staff; they are designated S04, S22, S41, plus authors JM
~S27! and EM ~S18!. All had prior experience in virtual lo-
calization. The physical sizes of the listeners spanned nearly
the entire range represented in the previous sample of 45
listeners~Middlebrooks, 1999a!. All listeners were screened
by conventional tests for hearing thresholds within 20 dB of
audiometric zero. Each was given brief instruction and about

15 min of practice in the scaling procedure. Then, each was
tested in the scaling procedure using the Medium DTFs.
Each listener repeated blocks of trials with the Medium
DTFs until he or she produced an acceptable preference plot,
as defined below. A subset of the successful listeners was
tested subsequently using their own DTFs and/or the Small
or Large DTFs. The naı¨ve listeners gradually gained experi-
ence as they ran more tests, although they received no feed-
back or additional training.

III. RESULTS OF SCALE-FACTOR ESTIMATION

Figure 1 shows preference plots obtained from one of
the naı¨ve listeners using the Small and Large DTFs. The
preferred scale factors were 0.95 and 1.22, respectively. The
preferred scale factor of 1.22, for example, indicates that the
listener preferred to scale the larger subject’s DTFs to higher
frequencies; note that a higher range of tested scale factors
was used for this relatively small listener using the Large
DTFs. In the Large DTF example, preferences ranged from
70% to 30%, a range of 40%. Across all the preference plots
that showed a single clear peak, maximum preferences
ranged from 60% to 97%~median570%! and the range
from minimum to maximum preference ranged from 23% to
90% (median543%).

Preference plots were judged as acceptable when they
showed a well-defined peak that yielded an unambiguous
preferred scale factor. Unacceptable preference plots showed
multiple peaks or were too flat or irregular to indicate an
unambiguous preference. One measure of the success of the
psychophysical scaling procedure was the number of blocks
of trials required for each listener to produce an acceptable
preference plot. All listeners began with the Medium DTFs
and required one block~five of the naı¨ve listeners and all five
experienced listeners!, two to three blocks~six listeners! or
five to eight blocks~four listeners!. Across all 43 cases of 20
listeners and Medium, Small, and/or Large DTFs, 21 re-
quired only 1 block, 14 required 2–3 blocks, and 8 required
4–8 blocks.

The scaling procedure also was tested with 19 listeners
using DTFs measured from their own ears. Twelve were suc-

FIG. 1. Preference plot for listener S73 using the Small and Large DTFs.
The dashed lines show parabolas fit to the points around the peak prefer-
ence. The arrows indicate the ‘‘preferred scale factors’’ for the two condi-
tions.
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cessful within the first test block, six required two to five
blocks, and one naı¨ve listener~S67, discussed below! was
unsuccessful after ten blocks. The results supported our ex-
pectation that the preferred scale factor for listeners using
their own DTFs would be near 1.0. Half of the preferred
scale factors were within 0.02 of 1.00, and the root-mean-
squared~rms! deviation from 1.00 was only 0.0375.

In our previous experiment~Middlebrooks, 1999a!, a
metric that was termed the ‘‘spectral difference’’ represented
inter-subject differences between sets of DTFs. Plots of spec-
tral differences versus scale factors showed an obvious mini-
mum at what we will call the ‘‘acoustical scale factor.’’ In
the present study, preferred scale factors estimated using the
psychophysical procedure closely approximated the acousti-
cal scale factors in most cases. Acoustical and preferred scale
factors were compared for 43 cases~20 listeners and Me-
dium, Small, and/or Large DTFs!. The preferred scale factors
correlated highly with the acoustical scale factors (r
50.89), and the root-mean-squared~rms! difference be-
tween acoustical and preferred scale factors was only 0.069.
We showed previously that the acoustical scale factor could
be estimated with some accuracy from a term~the ‘‘physical
scale factor’’! based on the widths of listeners’ heads and the
heights of their pinna cavities~Middlebrooks, 1999a!. In the
present study, the correlation of acoustical and physical scale
factors wasr 50.85 and the rms difference was 0.077. The
rms deviation of physical scale factors from acoustical scale
factors was not significantly greater than the rms deviation of
preferred scale factors from acoustical scale factors@paired
t(43)51.00,p.0.2#.

Results from three of the listeners require individual
comment. Listeners S67 and S79 tended to show preference
plots that contained two peaks at scale factors differing by
0.1–0.2. For both of those listeners, it was possible to use the
physical scale factor to select between the two peaks, and the
acoustical scale factor confirmed that selection for both sub-
jects. The third listener~S78! was physically large, and his
preferred scale factors agreed with the physical scale factor
computed from his physical dimensions. His DTFs, however,
resembled those of a smaller subject and his acoustical scale
factors were 0.10–0.19 lower than his physical and preferred
scale factors. In tests of virtual localization like those de-
scribed in Sec. III, S78’s performance using any scale factor
was generally inaccurate compared to other listeners. We
have no satisfactory explanation for the results from listener
S78, although we suspect a difficulty in the measurement of
DTFs from that listener.

IV. VALIDATION OF PREFERRED SCALE FACTORS

We tested in a subset of listeners the amount by which
the scale factor that was preferred for five locations general-
ized to improved virtual localization at a larger number of
locations. The localization procedure was similar to that used
in a previous study~Middlebrooks, 1999b!. Listeners stood
in a darkened anechoic chamber and oriented toward virtual
targets, 100 ms in duration, presented through headphones.
Head orientation was monitored with an electromagnetic
tracker~Polhemus!. Each block of trials consisted of one trial
at each of 131 virtual target locations, each synthesized with

the listener’s own DTFs~not scaled! or with another listen-
er’s DTFs scaled by one of 5–10 factors, a total of 655–1310
trials. The choice of target locations emphasized locations
near the vertical midline, where errors in the use of spectral
localization cues were likely to be most conspicuous: 80% of
virtual targets were located within 20° of the vertical mid-
line. Each block was completed in 7–12 runs of 112–131
trials. Locations, sets of DTFs, and scale factors were inter-
leaved among trials. A listener heard his or her own DTFs on
an average of no more than one of six trials.

Figure 2 shows for two listeners a measure of virtual
localization accuracy: the percentage of quadrant errors. We
have defined quadrant errors as errors larger than 90° in the
vertical and/or front/back dimension~Middlebrooks, 1999b!.
Listener S22@Fig. 2~A!# showed quadrant errors on 15.6% of
trials in the own-ear condition and on 45% of trials when
using the Large DTFs, unscaled~i.e., scale factor51.0!.
Scaling the Large DTFs by a factor of 1.22~i.e., moving
spectral features to higher frequencies! reduced the quadrant-
error rate to 14.7%. Acoustical, preferred, and physical scale
factors all fell within 0.016 of 1.22. That is, any of those
scale factors substantially improved localization accuracy
compared to no scaling. Listener S04@Fig. 2~B!# showed a
19.8% quadrant-error rate with the unscaled Small DTFs, but
that rate was reduced to 3.1% by scaling by a factor near the
acoustical or preferred scale factors. In this case, the physical
scale factor resulted in less reduction in the quadrant-error
rate, a rate of 15.5%.

Figure 3 summarizes the quadrant-error rates of five lis-
teners, each using one or two sets of DTFs~a total of nine
cases!. The abscissa gives the quadrant-error rate obtained in
the unscaled other-ear condition, and the ordinate shows the
quadrant-error rates for the condition of the other-ear scaled

FIG. 2. Accuracy of virtual localization is represented by the percentage of
quadrant errors, which are errors of.90° in the polar~i.e., vertical and
front/back! dimension. Circles connected by lines represent error rates ob-
tained when using nonindividualized DTFs scaled in frequency by the factor
indicated on the horizontal axis. Filled diamonds indicate errors rates ob-
tained when listeners used DTFs measured from their own ears; DTFs were
not scaled in that condition. Arrows along the abscissa indicate scale factors
estimated from three procedures.~A! Listener S22 using the Large DTFs.
~B! Listener S04 using the Small DTFs.
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by various factors and for the own-ear condition. In all but
cases 1 and 4, scaling by the preferred scale factor reduced
by half or more the difference between quadrant-error rates
in the unscaled-other-ear and own-ear conditions; note that
case 4 showed a high quadrant-error rate even in the own-ear
condition. In all but case 3@also shown in Fig. 2~B!#, the
quadrant-error rates obtained using acoustical, physical, and
preferred scale factors differed by no more than 5.7%.

V. DISCUSSION AND CONCLUSIONS

In pilot experiments, we explored and rejected several
psychophysical procedures for finding scale factors. For in-
stance, procedures that required actual virtual-localization
judgements were difficult for inexperienced listeners because
the listener was forced to listen to a large percentage of tar-
gets synthesized with nonoptimal scale factors; the apparent
locations of such targets often were poorly defined. Also,
localization procedures were time consuming. Each of the
cases in Fig. 3, for example, required two to four listener
hours. Adaptive procedures that we tested were complicated
by nonmonotonic relations between localization errors and
scale factors, which resulted from the presence of quadrant
errors. The two-interval preference procedure that we
adopted best met our objectives. Most native listeners~and

all experienced listeners! found a preferred scale factor in
one to three 20-min blocks of trials. The proportion of naı¨ve
listeners~4/15! who required more than three blocks with the
Medium DTF set was comparable to the proportion of listen-
ers who showed difficulty in our routine virtual-localization
procedures, even when using DTFs measured from their own
ears. The scale factors yielded by the psychophysical proce-
dure agreed closely with the acoustical scale factors com-
puted from DTFs measured from the individual listeners.

In validation experiments~Sec. IV!, we obtained essen-
tially equivalent localization performance with acoustical,
physical, and preferred scale factors. Computation of the
acoustical scale factors for scaling between two listeners re-
quires acoustical measurements from both listeners, so
acoustical scale factors offer no practical benefit toward the
goal of customizing a reference set of DTFs. Physical scale
factors offer the advantage that they require only simple in-
struments and negligible measurement time. One potential
limitation is that one might not have the needed physical
dimensions from the subject from the which the reference set
of DTFs was measured. A psychophysical procedure for
finding preferred scale factors, like that described here, has
the disadvantage that it requires around one hour of training
and measurement time and that some listeners have difficulty
in finding a preferred scale factor. Advantages of a psycho-
physical procedure are that it is based on a perceptual mea-
surement related to virtual localization, so it might serve to
identify good or bad virtual localizers, and that, in principle,
it could be used with any set of transfer functions. Practi-
cally, a hybrid approach might be best, in which one uses
physical dimensions to define a narrow range of scale factors
to be tested, then uses a psychophysical procedure to find the
preferred scale factor within that range.
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Effects of stimulus onset asynchrony and burst duration
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The effects of burst duration and stimulus onset asynchrony~SOA, the onset–onset time difference!
on the minimum audible angle~MAA ! were measured in the horizontal and vertical planes using
high-pass noise bursts. Four listeners were tested with two burst durations~10 and 50 ms! and five
SOAs ~25, 50, 100, 200, and 400 ms!, using an adaptive paradigm. In both planes, MAAs were
lowest at burst duration550 ms, and the MAAs decreased exponentially with SOA. Although the
effect of burst duration was generally larger in the vertical plane than in the horizontal plane, the
plane of presentation did not affect the relationship between SOA and MAA. ©2000 Acoustical
Society of America.@S0001-4966~00!04612-9#

PACS numbers: 43.66.Pn, 43.66.Qp, 43.66.Mk@DWG#

I. INTRODUCTION

The most widely used measure of auditory spatial reso-
lution is the minimum audible angle~MAA !, the minimum
separation between two sources that can be reliably detected.
Mills ~1958! was the first to investigate the MAA in the
horizontal plane, and many have researched it since. MAAs
are related to localization performance~e.g., Middlebrooks
and Green, 1992!, although the width of the MAA psycho-
metric function is a better predictor of localization errors
than the MAA threshold~Recanzone, Makhamra, and Guard,
1998!. MAAs have been measured frequently in the horizon-
tal plane but rarely in the vertical plane.

In the horizontal plane, the MAA depends on a combi-
nation of spatial and temporal factors~Grantham, 1995!. The
spatial factors that affect MAA are the same factors that
affect localization ~e.g., Mills, 1958; Saberiet al., 1991;
Chandler and Grantham, 1992!. The MAA depends on tem-
poral factors because the sources are normally presented se-
quentially~however, see Perrott, 1984!. With sequential pre-
sentation, SOA~stimulus onset asynchrony or the onset–
onset time difference! affects the MAA~Perrott and Pacheco,
1989; Grantham, 1985, 1997.! The MAA decreases with
SOA up to 100–150 ms and is constant up to 500 ms~the
largest SOA tested!. An effect of burst duration on the hori-
zontal MAA has not been obtained, however. Grantham
~1985, 1997! found no differences between MAAs measured
for burst durations of 10 and 50 ms, consistent with recent
localization data at burst durations between 3 and 500 ms
~e.g., Frens and Van Opstal, 1995; Hofman and Van Opstal,
1998!.

These temporal effects are consistent with the notion of
a minimum integration time~MIT ! in the auditory system
~e.g., Grantham, 1985, 1997; Chandler and Grantham, 1992!.
The MIT is the time required for spatial resolution perfor-
mance to reach an optimal level~Chandler and Grantham,
1992!. It is related to the binaural system’s limited ability to
process changes in interaural time and intensity differences
~Grantham and Wightman, 1979; Blauert, 1983!. Estimates
of MIT vary considerably~70–700 ms!. Many stimulus and
contextual factors are known to affect MIT estimates, and

separating the contributions of the binaural processor from
these effects is difficult~e.g., Chandler and Grantham, 1992;
Saberi and Hafter, 1997!.

We know less about vertical spatial resolution. The ver-
tical MAA is higher ~4°–5°! than the horizontal MAA~1°–
2°! for sources at 0° azimuth and 0° elevation~Perrott and
Saberi, 1990!. Vertical resolution is reduced at higher eleva-
tions ~Wettschurek, 1973! but improves at peripheral azi-
muth locations. In fact, the vertical and horizontal MAAs at
90° azimuth are equivalent~Saberiet al., 1991!. The effects
of temporal variables on the vertical MAA have not been
investigated, however. Temporal factors might affect vertical
MAAs differently because different cues are involved: Hori-
zontal localization is based on interaural time and intensity
differences; vertical localization is accomplished with mon-
aural spectral cues. Furthermore, Hofman and Van Opstal
~1998! found that the auditory system required an 80-ms
‘‘look’’ for stable vertical localization. In the present experi-
ment, we examined the effect of temporal factors~burst du-
ration and SOA! on vertical and horizontal MAAs.

II. METHOD

A. Participants

Four adults~including coauthor KF! were tested, all hav-
ing hearing within normal limits. Two participated in previ-
ous experiments on auditory motion perception, but none had
any experience on MAA tasks. All participants were trained
on the method and apparatus for at least 1 h before data
collection.

B. Apparatus

The participant was seated in a large test room with
Martek foam panels on all surfaces. Head position was main-
tained with a chinrest. A linear array of 33 loudspeakers
~RadioShack 5.1-cm tweeters! was positioned 1.46 m in
front of the participant, with the center loudspeaker~the stan-
dard! at 0° azimuth and elevation. The angular distance be-
tween each loudspeaker was 2°. The linear array could be
rotated in the vertical plane around the center speaker, mak-
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ing the speakers extend632° in either the horizontal or ver-
tical planes. The stimulus was high-pass noise with a lower
frequency cutoff of approximately 4600 Hz, and amplitude
of 55 dB A-weighted. The lower frequency cutoff was a
function of the loudspeakers used. These loudspeakers pro-
vided adequate cues for horizontal and vertical localization,
yet were small enough to allow a 2° minimum separation.
Octave-band analysis determined loudspeaker characteris-
tics. The average response of the loudspeakers was the same
~within 1 dB! at 8 and 16 kHz, with the range of responses
across loudspeakers within 3 dB. At 4 kHz, the average re-
sponse decreased 7 dB relative to the average response at 8
kHz, with the range of responses across loudspeakers within
3 dB. Burst durations were either 10 or 50 ms, and rise/decay
times were less than 1 ms. Tucker Davis Technologies’ pro-
grammable modules controlled stimulus generation, timing,
and speaker selection.

C. Procedure

A 2AFC adaptive method was used to measure vertical
and horizontal MAAs. Both the order of the sequence~stan-
dard first or second! and the direction of the comparison
stimulus ~left/right or up/down! were randomly determined
on each trial. A randomized standard-comparison sequence
prevented participants from responding to the absolute posi-
tion of the comparison source~Hartmann and Rakerd, 1989!.
On each trial the participant reported whether the second
sound was to the left/right of the first sound in horizontal
conditions, and above/below the first sound in the vertical
conditions. A 3-down, 1-up rule was employed. At the be-
ginning of each trial block, the separation was set to 32°, the
maximum allowable separation. When the participants re-

sponded correctly on three consecutive trials, the separation
was halved until either the step reached the minimum sepa-
ration ~2°! or the participant made an incorrect response.
After a single incorrect response, the step size was fixed at
2°. For each block 15 reversals were obtained, and the mean
of the last 10 reversals was computed as the MAA. The
participant received a short rest period after each block be-
fore repeating the procedure. Three blocks were run at each
condition and the final MAA was computed as the mean of
the three threshold determinations. In some vertical condi-
tions, the MAA either exceeded or was near the limits of our
speaker array. Therefore, if the participant was unable to
identify the position of the lag stimulus after eight trials at
the maximum separation, we stopped the block. Each partici-
pant was tested at two burst durations~10 and 50 ms! and
five SOAs~25, 50, 100, 200, and 400 ms! in both the hori-
zontal and vertical planes in random order.

III. RESULTS

Figure 1 presents horizontal and vertical MAAs as a
function of burst duration and SOA for each participant. In
the horizontal plane, the MAAs of all participants decreased
exponentially with SOA, and the MAAs at burst duration
550 ms were lower than at burst duration510 ms. In the
vertical plane, the MAAs of some participants exceeded the
maximum separation of our speaker array. One participant
~JC, lower-left panel! had MAAs that were larger than 32° at
most SOAs and burst durations in the vertical plane. Partici-
pant JC also had a horizontal MAA greater than 32° at
SOA550 ms, burst duration510 ms. The vertical MAAs of
the remaining participants were within the limits of our array
at burst duration550 ms but exceeded or were near the

FIG. 1. Horizontal and vertical MAAs
for each subject. Solid points are ver-
tical MAAs, open points horizontal
MAAs. Squares show burst durations
of 10 ms; inverted triangles show burst
durations of 50 ms. Solid lines are the
best-fitting exponential decay func-
tions in the horizontal plane at 10- and
50-ms burst durations. The dashed line
is the best-fitting exponential decay
function at 50-ms burst duration in the
vertical plane.
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maximum separation at some 10-ms burst duration condi-
tions. Nevertheless, at burst duration550 ms, vertical MAAs
decreased exponentially with SOA. At burst duration
510 ms, only one participant~KF—lower right panel! com-
pleted the required number of reversals for all three blocks at
SOA525 ms. Participant AC~upper-left panel! completed
the required number of reversals in two blocks at SOA
525 ms and participant DG completed the required number
of reversals in only one block at SOAs525 and 50 ms.

A repeated measures analysis of variance was performed
on the horizontal MAAs, with burst duration and SOA as
factors. Figure 2 presents the MAAs averaged across three
participants~JC was omitted!. The effects of burst duration,
SOA, and their interaction were significant@burst dur-
ation: F(1,2)5296.51; p50.0034; SOA:F(4,8)549.88;
p50.0001; burst duration3SOA:F(4,8)54.61; p50.03#.
The mean MAAs at burst duration550 ms were consistently
lower than MAAs at 10 ms. The differences in performance
were greatest at short SOAs, but even at SOA5400 ms the
MAA at 50 ms @2.3°, standard error of the mean (SEM)
50.4°# was lower than at 10 ms (3.6°,SEM51.0°). The
best-fitting lines at each duration in Fig. 2 show the signifi-
cant interaction of burst duration and SOA. These solid lines
represent the best-fitting negative exponential functions at

each burst duration. The parameters of the exponential decay
functions are shown in Table I. In the horizontal plane, the
slope at burst duration550 ms was steeper than the slope at
10 ms. The steeper slope at 50 ms was caused in part by the
relatively poor performance at SOA525 ms. In this condi-
tion, the lead and lag stimuli overlap in time and this would
increase the chances of hearing a single fused image. In fact,
when exponential functions were fitted to the horizontal
MAAs with SOA525 ms omitted, the slope was lowered to
20.04 at 50 ms but was unchanged at 10 ms.

A significant interaction of burst duration and SOA sug-
gests that total duration of the sequence did not determine
the MAA, contrary to Grantham~1997!. To confirm that total
duration did not determine the MAA, the MAAs in the
present experiment were regressed against the total duration
(burst duration1SOA) of the sequence. The fit was poorer
than the fit of MAAs to individual burst durations~r 2

50.83 for total duration vsr 250.99 and 0.99 for 10-ms and
50-ms burst durations, respectively.! Using Chandler and
Grantham’s~1992! manner of computation~the MAA 25%
higher than the asymptote!, the MIT at burst duration
550 ms~133 ms! was lower than the MIT at burst duration
510 ms ~184 ms!, as shown in Table I. Both values are
within the range of previous estimates, however.

The MAAs and exponential parameters from Perrott and
Pacheco~1989! are included in Fig. 2 and Table I. The burst
duration in this experiment was 10 ms, and SOAs ranged
between 1 and 200 ms. Perrott and Pacheco used broadband
noise, and always presented the standard before the compari-
son stimulus. These differences may explain the lower
MAAs shown in Fig. 2, compared with our results. Although
the largest differences were found at the short SOAs, even at
SOA5200 ms, Perrott and Pacheco’s MAA~1.25°! was
lower than the MAA obtained here~5.2°!. However, the
similarity between the slopes at 10 ms, shown in Table I,
suggests that methodological differences may have improved
acuity but did not affect the relationship between SOA and
acuity.

Figure 2 and Table I also show the MAAs and exponen-
tial parameters in the vertical MAA task. MAAs at burst
duration550 ms were much lower than at 10 ms. Even at
SOA5400 ms, the MAA at burst duration510 ms
(11.6°SEM52.9°) was much higher than at burst duration
550 ms (3.6° SEM50.8°). At burst duration510 ms, the
MAAs decreased exponentially with SOA but the slope was
very small. We provide no best-fitting line in Fig. 2 because

FIG. 2. Mean MAA in horizontal and vertical planes for three subjects who
reliably discriminated sources in the vertical plane. Solid points are vertical
MAAs and open points horizontal MAAs. Squares represent burst durations
of 10 ms, and inverted triangles burst durations of 50 ms. Error bars repre-
sent 61 standard error of the mean over subjects. Circles are horizontal
MAAs at 10-ms burst duration taken from Perrott and Pacheco~1989!. Solid
lines are the best-fitting exponential decay functions in the horizontal plane
at 10- and 50-ms burst durations. The dashed line is the best-fitting expo-
nential decay function at 50-ms burst duration in the vertical plane.

TABLE I. Parameters of exponential decay functions@Y5(span)e2kX1plateau#, r squares, and MIT estimates
for each burst duration and plane of separation.

Burst duration~ms! Slope~k; °/ms! Span~°! Plateau~°! r 2 MIT ~ms!

Horizontal plane

10 ~Perrott and Pacheco, 1989! 20.01 3.6 0.8 .96 ¯

10 20.02 40.5 3.7 .99 184
50 20.06 51.9 2.4 .99 133

Vertical plane

50 20.03 44.8 3.8 .99 119
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of the inability of subjects to complete the task at short
SOAs. At burst duration550 ms, the MAAs decreased with
SOA at a much higher rate. At 50 ms the vertical MIT,
shown in Table I, was 119 ms, similar to our horizontal
estimates. Moreover, the slope of the vertical function is
within the range of slopes obtained in the horizontal plane.

IV. DISCUSSION

Contrary to the findings of Grantham~1997! on spatial
resolution, we obtained a reliable effect of burst duration on
the horizontal MAA. In the present experiment, both the
slope and the size of the MAAs were affected by burst du-
ration. Even at the longest SOA the MAA at 10 ms was 1.5
times higher than at 50 ms. Methodological differences~e.g.,
differences in stimulus spectrum, psychophysical method,
and stimulus presentation order! may have contributed to the
discrepant outcomes. Although the effect of SOA in our ex-
periment was similar to the effect obtained by Perrott and
Pacheco~1989!, our MAAs were larger, especially at short
SOAs. Two major differences between our study and Perrott
and Pacheco are stimulus spectrum~high-pass vs broadband
noise! and stimulus order~constant vs random!. Presumably,
both factors contributed to the larger MAAs obtained here.
These various effects of method on the MAA make an accu-
rate estimate of the MIT difficult. Nevertheless, our estimates
~133–184 ms! are within the range of previous estimates in
the horizontal plane~e.g., Chandler and Grantham, 1992;
Saberi and Hafter, 1997!.

In the vertical plane, the effects of burst duration were
generally larger. At the longest SOA, the vertical MAA at
burst duration510 ms was three times the MAA at 50 ms.
Although no previous tests of timing on the vertical MAA
have been reported, recent vertical localization data do pre-
dict an effect of burst duration. According to Hofman and
Van Opstal~1998!, reliable vertical localization requires that
the burst duration exceed 80 ms. Although the effect of burst
duration on the MAA was generally larger in the vertical
plane, the effect of SOA does not depend on plane of pre-
sentation. Vertical MAAs at burst duration550 ms decreased
exponentially with SOA at a rate similar to that obtained for
horizontal MAAs. Our estimate of the vertical MIT~119 ms!
was lower than our horizontal estimates, but within the range
of previous estimates obtained in the horizontal plane~e.g.,
Chandler and Grantham, 1992; Saberi and Hafter, 1997!.
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